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COLLABORATIVE RESEARCH IN
TELECOMMUNICATIONS:

A CANADIAN EXPERIENCE

INTRODUCTION

Resource management in transport networks
continues to present a challenge to network
operators.  Internet Protocol (IP),  asyn-
chronous transfer mode (ATM), synchronous
optical network (SONET), and optical net-
works are all managed using separate systems.
The ideal of a single resource management
system within an integrated operations envi-
ronment remains elusive because of the com-
plexity inherent in supporting a diverse set of
legacy and emerging transport technologies
and the lack of suitable standards. In this arti-
cle we present an integrated approach for
managing network resources using the concept
of virtual networks. This approach was devel-
oped for the management of ATM transport
resources, but we believe provides scalability
and capabil i t ies that make it  relevant to
today’s multilayer networks.

The evolution of network resources manage-
ment and network scale are intertwined. Net-
work resource management is concerned with
the fair allocation of transport resources to com-
peting users. Each increase in network scale
implies an increase in complexity that must be
accompanied by an advance in network manage-
ment. Typically, the advance incorporates a new
level of abstraction or virtualization that strikes
the right balance between granularity, locality,

and manageability. An example of this is the
introduction in the early 1990s of the SONET
architecture, which provided a major advance in
network management capability. Today the
SONET transport architecture is challenged by
the explosion in Internet traffic and optical
transmission capacity. The next generation of
management systems must manage packet, time-
division multiplexed (TDM) as well as optical
flows that range in scale six orders of magnitude
from megabits to terabits per second. Clearly we
are ready for the next advance in network man-
agement.

The article is organized as follows. In the first
part, we present the virtual network approach
that was developed for ATM network resources
management. In doing so, we also discuss the
advances from ATM traffic management that
laid the groundwork of the management of pack-
et traffic. In the latter part, we apply the virtual
network concept to today’s multilayer networks.

MANAGING PACKET FLOWS:
FROM ATM TO MPLS

During the 1990s there were two competing
visions for service convergence, one using the
ATM-based broadband integrated services digi-
tal network (B-ISDN) and the other evolving
from the Internet, by way of the integrated ser-
vices IP (IntServ) and differentiated services IP
(DiffServ) architectures [1]. IntServ provided
guaranteed service and controlled load service in
addition to best effort. The Resource Reserva-
tion Protocol (RSVP) was developed to establish
soft-state reservations for individual microflows,
providing end-to-end quality of service (QoS)
control through call admission and queue man-
agement procedures. The large number of soft
states in the core network required to keep track
of individual flows led to problems of scalability
for the IntServ approach.
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The DiffServ architecture was advanced to
achieve scalability in the core network. Differ-
entiated class of service (CoS) was provided to
flow aggregates rather than individual flows at
the expense of relinquishing end-to-end QoS
control for individual microflows. DiffServ
offers a range of differentiated per-hop behav-
iors (PHBs) to aggregated flows, which are
determined by packet classification and traffic
conditioning at edge routers. DiffServ does not
require explicit signaling as the PHB is encod-
ed in each packet header and the standard
Internet routing protocols such as Open Short-
est Path First (OSPF) and Border Gateway
Protocol (BGP) are employed. As a result Diff-
Serv offers no capability for source routing.
The bandwidth broker concept described in [1]
does provide some traffic engineering capabili-
ty for DiffServ.

By contrast ATM employs signaling for
capacity reservation and call admission control
(CAC), and the PNNI routing protocol. As a
result ATM was not able to leverage the
embedded investment in the Internet protocols
such as OSPF, BGP and RSVP. On the other
hand, ATM had the advantage of strong QoS
support and was a proven high speed label
switching technology. Routers employed in the
Internet had to read the variable length IP
header and consult the routing table to deter-
mine how the packet should be routed. As a
consequence it was more difficult to perform
this operation at high speed than the simple
label swapping technique used with the fixed-
length ATM cells.

The feverish period of competition led to the
IP switching concept advanced by Ipsilon and
Fujitsu, which attempted to combine the
strengths of routing and switching by establishing
cut-through paths for persistent flows while han-
dling short flows by standard IP routing. Ipsilon
proposed using the ATM switching hardware,
but replaced the ATM control plane with proto-
cols better suited to IP networks. Related
research on Tag Switching at Cisco, ARIS at
IBM, and CSR at Fujitsu were attempts to more
efficiently handle flows of IP frames. These
researchers ultimately collaborated under the
aegis of the Internet Engineering Task Force
(IETF) to produce the multiprotocol label
switching (MPLS) standard [2].

MPLS can readily be installed in existing IP
networks to add functionality and efficiency.
Using RSVP or other IP-based signaling proto-
cols, label switched paths (LSPs) can be set up
on demand, by either users who are requesting
connections to provide a given level of service
quality or the network itself if such an action
results in better performance and/or efficiency.
At the same time, best effort traffic can be han-
dled more efficiently with MPLS than by means
of conventional routers. This layer 2.5 protocol
can run over existing ATM switches where the
virtual channel/virtual path identifier (VCI/VPI)
header is treated as a label or over Ethernets
and other layer two protocols by a shim label.
This power and flexibility as well as the ability
of MPLS to interwork with IntServ and Diff-
Serv as well as best effort architectures has
made it the protocol of choice for the envis-

aged next-generation Internet. With this
advance, most observers believe that MPLS will
take the place of ATM as the vehicle for con-
vergence of services.

Initially MPLS is being introduced within
some administrative domains, which typically
do not span end-to-end path flows. Bilateral
service level agreements (SLAs) are estab-
lished between neighboring MPLS domains,
which control the volume of traffic exchanged
and its treatment in the downstream domain.
In the initial deployment of MPLS, there is no
end-to-end reservation, but rather only across
a single MPLS domain. This facilitates the
introduction of MPLS along with traffic engi-
neering within a domain [3]. Here traffic engi-
neering refers to the capability to distribute
the flow from an origin node to a destination
node across a set of LSPs linking the origin
and destination nodes. This permits more effi-
cient use of network resources and improved
transport performance. The traffic engineering
extension of OSPF, OSPF-TE, represents an
effort to leverage the existing Internet routing
protocols and provide the traffic engineering
functionality. On the other hand, the absence
of end-to-end control means that unless addi-
tional reservation and CAC procedures are
put in place MPLS cannot provide end-to-end
QoS support.

While an end-to-end ATM network provides
strong QoS support, the large installed base of
IP applications in end systems, as well as the
low-cost availability of Gigabit Ethernet, pre-
empted the extension of ATM from islands in
the core to the local area and desktop. Never-
theless, the installed ATM base in the core is
effectively reused as a particular implementation
of MPLS. Moreover, by adding additional func-
tionality to MPLS (e.g., admission control and
bandwidth reservation), QoS support approach-
ing that of the original ATM dream can be envi-
sioned.

MANAGING LAYER NETWORKS
In CITR-sponsored research, a framework was
developed for large-scale ATM network resource
management (NRM). An NRM system is
responsible for fair allocation of transport net-
work resources to competing users. The scope of
the NRM system includes both traffic manage-
ment (ATM cell-level controls and connection
setup/release) and network management (perfor-
mance monitoring and configuration manage-
ment). Telecommunications Information
Networking Architecture Consortium (TINA-C)
provided a framework for developing these two
traditionally separate NRM controls on a com-
mon object-oriented software platform in a dis-
tributed processing environment, allowing the
sharing of common network resource informa-
tion and management functionality. A key ele-
ment of the NRM system was the extension of
the notion of layer networks to include virtual
networks [4, 5].

The layer network concept from transport
networks can be applied to ATM to view the
connection topology and resources at the VC,
VP, and transmission path (TP) layers. The
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VP layer is considered as a server to the VC
layer, and the TP layer can be considered as a
server for both the VC and VP layers. In the
NRM context,  a server layer al locates
resources to its client layers. A client layer can
also define the restricted topology over which
routing procedures may be carried out by the
client layer connections. Thus, in the NRM
system, each layer provides a simplified logical
view of a specific portion of network resources
within which management functions can be
carried out. With reference to Fig. 1, the virtu-
al circuit and transmission path layers are rep-
resented by the f irst  and third rows,
respectively. The CITR work extended the lay-
ers to include a virtual network as shown by the
middle row in Fig. 1.

The role of the NRM is to allocate resources
among competing users and to monitor resource
usage. The competition of resources occurs at
several levels: At the cell level VCs and VPs
compete for buffer resources and transmission
time; at the connection level, VCs and VPs
compete for end-to-end connectivity that pro-
vides the appropriate level of QoS. The notion
of equivalent bandwidth [6] plays a key role in
bridging these two levels. The equivalent band-
width of a connection takes the QoS require-
ments at the cell level and quantifies the
bandwidth resource requirements of a connec-
tion. This provides a means to assess the ability
of a network element to accommodate a con-
nection. Equivalent bandwidth also provides a
means to quantify the resources allocated to
groups of users.

A virtual network is the subset of network

resources allocated to a class of users. Requests
for VC or VP connectivity, or changes in
resource allocation are managed as a set entirely
within the virtual network. The virtual network
concept simplifies resource management as only
a subset of network resources needs to be man-
aged. The TP layer can be viewed as spawning
multiple virtual networks, each with its own
management system. Virtual networks can be
dedicated according to QoS/service/traffic class
or different customer groups. Each virtual net-
work can be provisioned and operated to sup-
port different requirements. Virtual networks
can be spawned from other virtual networks by
suballocating resources, thus enabling scalability
and software reuse.

The CITR project developed an NRM archi-
tecture, shown in Fig. 2. The architecture was
chosen to align with TINA functional layering
and TMN’s network and element management
layers. The managing systems include a con-
nection session manager, a set of layer network
managers,  and a set of element managers.
Interactions between these managing entities
consist of invocations, responses, and notifica-
tions. A small-scale prototype of the NRM
management system was implemented and is
described in [7].  The GENESIS project at
Columbia University and the TEMPEST pro-
ject at Cambridge University [8] also employ
virtual networks for resource management.
These projects differ from ours in regard to the
definition of the virtual network as a collection
of virtual paths as opposed to a connected set
of virtual links. The importance of this distinc-
tion is discussed next.

� Figure 1. Layer network extension to include the virtual network layer.
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PACKET-LEVEL
RESOURCE MANAGEMENT USING

VIRTUAL NETWORKS

Currently there are three broad classes of
approaches to QoS, which we refer to as overlay
application layer virtual networks, market managed
networks, and virtual QoS networks (VQNs). The
overlay approach attempts to provide improved
QoS performance by building application-specif-
ic overlay virtual networks on the existing best
effort infrastructure and use QoS routing or con-
tent-based routing to improve service quality
and/or efficiency. The market managed and
VQN approaches are more fundamental in that
they impact deeper layers. These latter two
classes differ in respect to the degree of dynamic
coupling between charging and QoS provision-
ing. We focus here on VQNs.

Virtual QoS networks are dimensioned to
provide a desired grade of service (GoS), usual-
ly expressed as a connection or session blocking
probability based on forecast demand for each
network-specified QoS category, where the QoS
is quantified in terms of packet level perfor-
mance metrics such as packet loss probability,
packet delay, or delay variation. In this case one
still charges for quality, but the charge is rela-
tively static compared to market managed net-
works. A feature of this class of approaches is
that tariffs are set to recover embedded costs
and related to the “value of service” to the user.
Aggregate network capacity is provisioned to
handle busy hour traffic load and satisfy packet
level performance metrics within each QoS cat-
egory. To accommodate variations of traffic mix
across service categories, the network capacity is
partitioned into a set of QoS virtual networks,
VNs, where the allocated capacity to a given
VN is adaptively adjusted to satisfy QoS and
fairness requirements for the expected near-
term traffic demand. The proposed approaches
in this class differ in regard to the granularity of
traffic flows being managed, ranging from per-
flow-aware schemes to aggregate path flow
approaches to aggregate link flow schemes per
QoS class.

The similarity between the VC/VP concepts
of ATM and the nested LSP construct of MPLS
suggests that many of the techniques developed
for ATM resource management and network
survivability should find analogs in MPLS envi-
ronments. In particular, the virtual network con-
cept employed in our multilevel resource
management scheme for ATM networks [4, 5, 9]
is very naturally extended to MPLS networks
where the label stacking functionality provides
the means of building virtual links in the VNs
that may be defined for either private users, (vir-
tual private networks, VPNs), or different QoS
or CoS classes (VQNs). Below we propose an
architecture for MPLS networks. This architec-
ture is similar to those investigated in [10, 11],
but differs in regard to the way in which band-
width is managed.

The architecture supports both connection-
less IP frames suitable for short duration flows
as well as LSPs for longer duration flows and
integrates this traffic efficiently while meeting

QoS requirements. We refer the reader to [4, 5,
9], for a detailed description in the ATM case.
Here we concentrate on the extension of this
architecture to MPLS networks.

We first illustrate how label stacking is used
to define a multilevel hierarchy of microflows,
path flows, and link flows. The path LSPs can
comprise a set of microflows between the same
endpoints. In Fig. 3 we illustrate the relation-
ship between path LSPs and link LSPs, where
several end-to-end or path LSPs of the same
QoS class can be contained within a given link
LSP for that QoS class. The label associated
with the path LSP is used by the label switched
router (LSR) for routing. The label associated
with an inbound link LSP must be removed
(popped in MPLS label stacking terminology) by
the LSR to unbundle its constituent path LPSs
before label swapping. Following the label swap-
ping necessary to route the path LSP, the appro-
priate label for the outgoing link LSP is added
(pushed) on the label stack. These operations at

� Figure 3. Path and link label switched paths.
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a via node LSR, necessary to implement our
link level bandwidth management approach, are
depicted in Fig. 4. Note that bandwidth is not
assigned to individual end-to-end LSPs, only to
the link LSPs. A tally is kept of the aggregated
flow assigned to the links of the CoS virtual net-
works to control flow admission for flow setup
requests. Alternatively, the aggregate effective
bandwidth can be measured online [9] for
tighter control, while reducing the burden of the
user in defining the traffic characteristics of the
setup request.

At this point we wish to emphasize that our
approach to virtual network resource manage-
ment can be applied to any switching tech-
nique, queue management, and routing scheme.
Of course the dimensioning of the VQNs
depends on the specific multiplexing, schedul-
ing, and routing procedures actually used. In

the following we illustrate how CoS VQNs are
defined in the specific case of a DiffServ/MPLS
domain.

Figure 5 from [11] illustrates how the band-
width is managed to implement DiffServ at an
LSR node. There are three CoSs in the model
considered, corresponding to the DiffServ cate-
gories:
• Expedited forwarding with the highest queu-

ing priority
• Assured forwarding with second queuing

priority
• Best effort with lowest priority

By applying the routing control available with
the MPLS end-to-end LSPs, as well as access
control, through either CAC for reserved flows
or traffic conditioning for connectionless flows,
we can offer QoS to admitted flows, across an
MPLS domain by trading off access blocking
with packet, loss/delay. In the model investigated
by Ash [11] bandwidth reservation gives prefer-
ence to the preferred traffic by allowing it to
seize any idle bandwidth in a link, while nonpre-
ferred traffic is only allowed to seize bandwidth
if there is a minimum of idle bandwidth avail-
able. The minimum bandwidth threshold is
called the reservation level. Bandwidth reserva-
tion can be static or dynamic.

Bandwidth management, can be performed at
three distinct levels of granularity, namely:

1) Per flow (or connection demand) as inves-
tigated by [10, 11]

2) Per aggregated bandwidth demand , or
bandwidth pipe linking origin nodes (ONs) and
destination nodes (DNs) within the same QoS
class. The collection of such bandwidth pipes for
all ON-DN pairs for a given QoS class is termed
a VNET for that class in [11].

3) Per (QoS virtual network) VQN = set of
virtual link LSPs as proposed in [5] and investi-
gated further in [12]. Note that this differs from
the VNET described in [11] in that bandwidth is

� Figure 4. Label switched router implementation of link level bandwidth 
management.
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managed on a virtual link basis as opposed to an
end-to-end path or bandwidth pipe, which may
contain one or more concatenated virtual links.
The advantage of introducing these link LSPs is
that it allows statistical multiplexing over the
aggregate flow on a link for a specific QoS class,
thereby achieving multiplexing gains relative to
the bandwidth pipe approach.

In order to ensure fair efficient access for
heterogeneous effective bandwidth requests to
virtual link bandwidth, two alternatives have
been investigated. Virtual link dynamic band-
width reservation techniques described in [13]
can be employed for any path routing and CAC
method. Several bandwidth sharing techniques
were investigated within a game theoretic
framework. Dynamic trunk reservation achieves
near-optimal performance while being less
complex than the exact admission policy
derived from Markov decision theory. As point-
ed out in [11], bandwidth reservation is also
used in nonhierarchical routing schemes to
prevent instability. In the case of revenue max-
imum routing [12],  the call  class revenue
parameters can be used to ensure fair efficient
access without the need for explicit link level
admission policies.

CAC is performed at ONs for arriving con-
nection requests on end-to-end LSPs by succes-
sively checking whether all virtual links on the
path traversed by the end-to-end LSP in the
requested VQN can support the request.
Crankback is done when a request cannot be
met, and the ON selects an alternate path to
attempt connection. The process repeats until a
path is found or the connection request is
denied. Note that this setup procedure is decen-
tralized and is a control plane function involving
signaling. The bandwidth allocation to virtual
links, on the other hand, need not be a control
plane function and should be operated at a slow-
er timescale. Virtual link bandwidth allocation
can be either centrally managed or decentral-
ized.

Ash [11] reports on the merits of the VNET
approach (path-based bandwidth management in
our terminology) compared to managing
microflows. Preliminary studies reported in [12]
compare path and link bandwidth management
for ATM networks. It is shown that managing
bandwidth on a virtual link basis compares favor-
ably to path bandwidth management in terms of
the required transmission capacity for several
network design examples.

In all three approaches discussed above the
routing of connections is determined at setup
time, and remains fixed for the duration of the
connection. Routing and bandwidth manage-
ment techniques developed for multirate cir-
cuit-switched networks can be used where the
effective bandwidth is employed in the alloca-
tion of available bandwidth to the requested
connection in place of real bandwidth. Routing
algorithms may be fixed, or time-, state-, or
event-dependent. We are focusing on event-
dependent algorithms with learning because of
the low signaling overhead and adaptive capa-
bility. Reference [11] has shown the merits of
EDR in the context of a path-managed archi-
tecture.

MULTILAYER TRANSPORT
NETWORKS: GMPLS

The last decade has seen a tremendous increase
in the scale of transport networks. At the top
layer, the volume of packet traffic has followed
the explosive growth of the Internet. At the
lower layer the large-scale deployment of optical
fiber transmission technology has resulted not
only in new fiber connectivity, but also in vast
wavelength connectivity from dense wavelength-
division multiplexing (DWDM) gear. Present
transport networks incorporate most of the lay-
ers shown in Fig. 6, which include connectivity at
the fiber, optical waveband, individual wave-
lengths, SONET, ATM, and IP/MPLS. These
multilayer networks pose new challenges in con-
trol of connections and management of network
resources.

Generalized MPLS (GMPLS) is under devel-
opment to address the need for generic connec-
tion control and resource management protocols.
The proliferation of DWDM to gain capacity in
optical fiber transmission led to the need to con-
trol the interconnection of wavelength paths, or
lambdas, within an optical network. The MPLS
notion of a label is implicitly carried by the color
or wavelength, so an initiative to extend the
MPLS protocols to wavelength connections was
initially dubbed multiprotocol lambda switching
(MPλS). The initiative recognized that MPLS
provided for connection control regardless of
whether the connection involved circuit or pack-
et switching.

It was soon realized that having a unified
control plane for the optical circuit-switched
network and the packet-switched network would

� Figure 6. Multilayer transport network management.
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unify and simplify management and resource
control. Otherwise, MPLS would be effectively
an overlay on MPλS, with duplication of signal-
ing and routing functions making coordination
of the two layers more difficult. Incidentally,
this development was reminiscent of the
attempts to overlay IP networks on ATM, which
led to the initial MPLS proposal. Subsequently
GMPLS has been proposed as a unified control
plane for all switching categories including
TDM circuit switching, packet switching, and
optical switching. This unified control plane
facilitates integration of management and con-
trol functions with a potential for more efficient
resource utilization and improved network sur-
vivability while keeping signaling overhead to a
minimum.

The potential  for integrated multi level
resource management has been around since
the early days of circuit switching and rear-
rangeable transmission networks, employing
crossconnects or slow switches. It arose again
in the context of ATM in the form of VC and
VP layers, as well as in ATM/SDH. Current IP
traffic and the availability of DWDM has given
rise to the existing hierarchy
IP/ATM/SDH/DWDM. Here, ATM provides
functionality for resource management, while
SDH provides for fast restoration capability,
and finally DWDM provides the speed. This
multilayered architecture is undesirable as
there is duplication of functionality at several
layers, which results in increased cost and per-
formance degradation. With the advent of
MPLS and GMPLS the optical Internet archi-
tecture is evolving toward IP/GMPLS/DWDM
that will reduce this redundancy and improve
performance at reduced cost.

The virtual network concept can play a useful
role in the management and control of this new
generation of multilayer networks. GMPLS
extends the label stacking capability of MPLS to
span the range from packet to fiber connectivity,

as shown in Fig. 7. The client-server relationship
between layers as well as within layers continues
to govern the allocation of resources. Clearly,
the notion of a virtual network captures quite
accurately the relationship between layers, and
its use can simplify network management by con-
straining the scope of resources that need to be
managed in a given setting. The recursive use of
virtual networks to describe sets of network
resources that are managed together to provide
connectivity services for client layers provides a
powerful tool that can give a high degree of scal-
ability.

OPEN PROBLEMS AND ISSUES
There are a number of questions that need fur-
ther study in connection with our virtual net-
work architecture. The dimensioning of the
VQNs depends strongly on the scheduling and
routing method used. So far we have consid-
ered class-based priority queuing and two dif-
ferent routing algorithms: Dynamically
Controlled Routing (DCR) and Revenue Maxi-
mum routing. Other event-dependent approach-
es are under study with reduced signaling
overhead. Apart from this we note that any of
the reported scheduling and QoS routing meth-
ods can be applied within the VN framework,
and such studies and comparisons should be
undertaken.

Our previous work on the ATM resource
management architecture considered only a
single domain, where the traffic demands for
different service classes were endogenous
quantities. For this single domain design, static
service level agreements (SLAs) are implicit in
the QoS and GoS parameters associated with
the traffic demands offered to each service
class. Reference [14] proposed a VQN dimen-
sioning model that explicitly includes SLAs for
a single domain network. In [15] a robust rev-
enue-based bandwidth management scheme

� Figure 7. Label stacking in GMPLS.
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has been studied for adapting to deviations
from the designed traffic demand. While the
SLAs are crafted offline, implying static opera-
tion, it would appear that this general frame-
work could be extended to include dynamic
SLAs, such as those employed in market man-
aged networks. A very important area requir-
ing investigation involves multidomain
networks, where several MPLS islands inter-
work via SLAs. End-to-end QoS depends criti-
cally on such an extension. It  would be
desirable to compare an optimized VQN
approach including dynamic SLAs with existing
proposals for market managed networks.

It is anticipated that future networks will
involve packet services supported over a flexible
circuit-switched all-optical core. GMPLS and the
VN concept offer an opportunity to effectively
coordinate resource management in these multi-
layer networks. We would anticipate that net-
work performance would benefit from multilayer
coordination and such studies should be under-
taken.

The virtual network concept is a useful
abstraction for network resource management.
We have proposed and studied a multilevel
resource management architecture for ATM
employing the virtual network concept. In this
article we have shown how this approach can be
profitably extended to future networks employ-
ing MPLS and GMPLS. The versatility of the
virtual network construct is another example of
how traffic engineering results can transcend the
technology for which they were initially con-
ceived.
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It is anticipated

that future

networks will

involve packet

services supported

over a flexible

circuit switched

all-optical core.

GMPLS and the

VN concept offer

an opportunity

to effectively

coordinate resource

management in

these multi-layer

networks.


