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Abstract

Thefundamentalobjectiveof this work is to determinetheextent
to which unicast,end-to-endnetworkmeasurementis capableof
determininginternal networklosses.Themajor contributionsof
this paperare two-fold: we formulatea measurementprocedure
for networklossinferencebasedon end-to-endpacket pair mea-
surements,andwedevelopa statisticalmodelingandcomputation
frameworkfor inferring internalnetworklosscharacteristics.Sim-
ulation experimentsdemonstrate the potentialof our new frame-
work.

1. Introduction

In large-scalenetworks,end-systemscannotrely onthenet-
work itself to cooperatein characterizingits own behavior.
This haspromptedseveral groupsto investigatemethods
for inferring internalnetwork behavior basedonend-to-end
network measurements[1, 2, 3, 4, 5, 6]; the so-callednet-
work tomographyproblem. While promising,thesemeth-
ods requirespecialsupportfrom the network in termsof
either cooperationbetweenhosts, internal network mea-
surements,or multicastcapability. Many networks do not
currentlysupportmulticastdueto its scalabilitylimitations
(routersneedto maintainper groupstate),andlack of ac-
cesscontrol. Moreover, multicast-basedmethodsmay not
provideanaccuratecharacterizationof thelossratesfor the
traffic of interest,becauserouterstreatmulticastpacketsdif-
ferentlythanunicastpackets.

In this paper, we introducea new methodologyfor net-
work tomography(specifically, inferringpacket lossproba-�
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bilities oninternalnetwork links) basedonunicastmeasure-
ment. In contrastto multicasttechniques,unicastinference
is easilycarriedout on mostnetworksandis scalable.Our
approachemploys unicast,end-to-endmeasurementof sin-
gle packet andback-to-backpacket pair losses,which can
beperformedactively or passively. By back-to-backpacket
pairswe meantwo packetsthataresentoneafter theother
by thesource,possiblydestinedfor differentreceivers,but
sharingacommonsetof links in theirpaths.Throughoutthe
remainderof thepaperwework with “success”probabilities
(probabilityof non-loss)insteadof lossprobabilities.This
providesa moreconvenientmathematicalparameterization
of the problem,and the probability of loss is simply one
minustheprobabilityof success.

The use of back-to-backpacket pair measurementsis
motivatedby the following reasoning.If two back-to-back
packetsaresentacrossalink andthefirst packetis received,
thenit is highly likely thatthesecondpacketwill alsobere-
ceived. We expectthat the conditionalsuccessprobability
of the secondpacket (given that the first is received) may
oftenbecloseto one.Thisobservationhasbeenverifiedex-
perimentallyin realnetworks[7] andcanalsobeestablished
theoreticallyunderanM/M/1/K queuemodel[8]. Exploit-
ing thiscorrelationbetweenback-to-backpacket losses,we
developa framework for the statisticalestimationof inter-
nalsuccessprobabilitiesbasedsolelyonunicast,end-to-end
measurement.In our simulatedexperiments,we are able
to obtain accurateloss estimateseven in caseswherethe
conditionalsuccessprobabilitiesaresignificantlylessthan
one(e.g., conditionalsuccessprobabilitiesof ��� � , whichare
lower thantypical measurementson theInternet).

The inherentstructureof networks makesthis problem
ideally suited to the new field of factor graph analysis.
Factorgraphsenableus both to visualizethe relationships
betweenstatisticsand network parametersand to greatly
simplify the tomographyproblemthroughboth probabil-
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ity factorizationandmessagepassingalgorithms[9]. These
graphicalmodelsenablevery efficient andscalableestima-
tion algorithms. In fact, the complexity of our algorithms
growslinearlywith thenumberof nodesin thenetwork un-
derstudy. A key strengthof our methodologyis that it can
deliver not only point estimatesand confidenceintervals,
but alsoprobabilitydistributionsfor network parametersof
interest.This providesthecompletecharacterizationof the
accuracy and reliability of inferred network behavior that
is necessaryfor modeling,maintenance,andserviceprovi-
sioning.

Thepaperis organizedasfollows. In Section2,weintro-
ducethebasicunicasttomographyproblemandthetechni-
cal issuesinvolved.In Sections3 and4, we formally define
our loss modeling assumptionsand measurementframe-
work. Section5 describesseveral basic statistical infer-
encetasksinvolved in unicasttomography. In Section6,
we proposetwo novel inferencealgorithms,bothof which
are basedon the notion of “unobserved data” and likeli-
hood factorization. Section7 investigatesthe consistency
andbiasof our inferencealgorithms. In Section8, we ex-
aminetheperformanceof our methodsthroughsimulation,
andconcludingremarksaremadein Section9.

2. UnicastTomography

Weconsiderascenarioin whichasinglesourcesendspack-
etsto a numberof receivers(extensionsto multiple sources
arepossible).In this case,thenetwork topology(from the
perspective of the source)is a tree-structure.Figure2. de-
picts an exampletopologywith source(node0) andeight
receivers(nodes6 through13). Also shown arefiveinternal
routers(nodes1 through5). We assumethat we areable
to measurenetwork traffic only at theedge;that is, we can
determinewhetheror not a packet sentfrom the sourceis
successfullyreceivedby oneof the receivers. This typeof
confirmationcan be obtainedvia TCP’s acknowledgment
system,for example.We alsoassumethat theroutingtable
is fixedfor thedurationof themeasurementprocess,which
ensuresthetree-structuredtopology.

Thegoalof thiswork is to estimatethelossprobabilities
associatedwith eachindividual link (betweentwo routers)
in the network. Here,we usethe term pathor subpathto
refer to a connectionthroughtwo or moreroutersandlink
to refer to a single,direct connectionbetweentwo routers.
Restrictingourselvesto edge-basedmeasurement,we can
measurethenumbersof packetssenttoandreceivedbyeach
receiver, providing uswith asimplemeansof estimatingthe
probabilitiesof successalongeachpath(from sourceto re-
ceiver). Unfortunately, thereis no uniquemappingof the
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Figure 1 – Tree-structured graph representing a single-
sour ce, multiple-receiver netw ork.

pathsuccessprobabilitiesto thesuccessprobabilitieson in-
dividual links (betweenrouters)in the path. To overcome
this difficulty, we proposea methodologybasedon mea-
surementsmadeusing back-to-backpacket pairs. These
measurementsprovideanopportunityto collectmoreinfor-
mativestatisticsthatcanhelpto resolve thelinks.

The basicideaemployed hereis quite straightforward.
Supposethat we sendtwo, closely time-spaced(back-to-
back)packetsfrom thesource,with thefirst packetdestined
for receiver � andthe secondfor receiver � . The pathstra-
versedby thepacketssharesomecommonsubpathandthen
divergeat somepoint. For example,referringto Figure2.,
supposethefirstpacketis destinedfor node6 andthesecond
for node7. Thenthetwo packetssharea commonsubpath
up to node4. Now, if the first packet is received at node
6, then it is highly likely that both packetswere received
at node4 (sincethey wereclosely time-spaced).Thus, if
thesecondpacket is not receivedatnode7, thenwecande-
ducethatit wasprobablydroppedonthelink from node4 to
7. Repeatingthis packet-pairmeasurementnumeroustimes
and recordingthe numberof dropsof the secondpacket
(whenthe first packet is received), we canisolatethe loss
rateon the4-7 link.

Collecting measurementsfrom an assortmentof such
back-to-backpacketpairs(sentto differentcombinationsof
receivers)allows us to resolve the lossesoccurringon all
links in the network. The key to this approachis the ex-
ploitation of the correlationbetweenpacket-pair losseson
commonsubpaths.

In thispaper, weexamineseveralissueswhichin thefol-
lowing sectionsincluding: developingscalableestimation
algorithmsthatareapplicableto largenetworks; thesensi-
tivity of theestimationprocedureto casesin which thecor-
relationbetweenpacket-pairlosseson commonsubpathsis
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imperfect;andcharacterizationof achievableestimationac-
curacy from limited numbersof packetmeasurements.

3. LossModeling

Herewe describeour measurementmethodandstatistical
modelin detail. Considerthetree-structurednetwork asso-
ciatedwith asinglesourceandmultiple receivers(e.g., Fig-
ure2.). A distinctpath(from thesource)is associatedwith
eachreceiver. Eachpathis comprisedof oneor morelinks
betweenrouters(nodes).If isolatedsubpaths(subpathscon-
sistingof two or morelinks with no branches)exist in the
network underconsideration,then theseare removed and
replacedby asinglecompositelink to representtheisolated
subpath.No isolatedsubpathsexist in thenetwork shown in
Figure2.,but if, for example,additionalrouterswereadded
betweennodes � and � , thenwe would simply model this
chainof links asonecompositelink resultingin the same
tree.

For individual packet transmissions,we assumea sim-
ple Bernoulli lossmodel for eachlink. The unconditional
successprobabilityof link � (thelink into node� ) is defined
as����� Pr(packetsuccessfullytransmittedfrom ������� to � ) �
where ��� �!� denotesthe index of the parentnodeof node� (the nodeabove � -th nodein the tree; e.g., referring to
Figure2., ���"�#�%$&� ). A packet is successfullysentfrom�'����� to � with probability � � andis droppedwith probability�)( � � .

We modelthe lossprocesseson separatelinks asmutu-
ally independent.Althoughspatialdependence(correlated
successprobabilitieson neighbouringlinks) may be ob-
servedin networksdueto commontraffic, suchdependence
is highly circumstantialandcannotbereadily incorporated
in a model that is intendedto be generallyapplicableto a
varietyof networks.Bolot et al. proposedMarkovianmod-
elsof packet lossin [10] basedon observationsof Internet
traffic. Although suchmodelsdo not fully accountfor the
extendedlossburstsobservedin [7], we adopta similar ap-
proachfor modelingthepacket lossprocesseson eachlink
(the model is reminiscentof that usedto explore temporal
dependencein [1]).

If two, back-to-backpacketsaresentfrom node ��� ��� to
node� , thenwedefinetheconditionalsuccessprobabilityas* � � Pr(2ndpacket ��������+,�.- 1stpacket ��������+,� ) �
where�������.+/� is shorthandnotationdenotingthesuccess-
ful transmissionof a packet from ������� to � . That is, given

that the first packet of the pair is received, then the sec-
ondpacket is receivedwith probability

* � anddroppedwith
probability �0( * � . We anticipatethat

* ��1 �2� for each� , sinceknowledgethatthefirst packetwassuccessfullyre-
ceivedsuggeststhatthequeuefor link � is notfull. Evidence
for suchbehavior hasbeenprovidedby observationsof the
Internet[11, 7]. In fact, it is not unreasonableto suppose
that

* �43 � in many cases.

4. MeasurementFramework

Each link in the tree has two (unknown) probabilities
associatedwith it, the unconditional and conditional
successprobabilities,� � and

* � , respectively. Theseprob-
abilities effect the single packet and back-to-backpacket
measurementsthatwe will make, asdescribedbelow. The
measureddata can be collectedin a numberof possible
ways. For example,UDP can be usedfor active probing
or TCPconnectionsmaybepassively monitored,in which
caseback-to-backeventsareselectedfrom the TCP traffic
flows.

Single Packet Measurement: Supposethat 5 � packetsare
sentto receiver � andthatof theseanumber6 � areactually
received( 5 � (76 � aredropped).Thelikelihoodof 6 � given5 � is binomial (sinceBernoulli lossesareassumed)andis
givenby8 ��6 � -!5 � � 9 � �:$ ; 5 �6 �=< 9'>@?� ���A(�9 � ��B ?DC > ? �
where9 � $FEHGJILKNMPORQ �TS � G and U%�=���"��� denotesthesequence
of nodesin the path from the source � to receiver � . For
example, in Figure 2., U%� �V�R�W�X�F$ZY[�\�^]��`_a�R�#�ab and soE GJILK.McOWQ d!O S � G $ � d ��eW�gf#� d!O .

Back-to-Back Packet Pair Measurement: Supposethat
the sourcesendsa large numberof back-to-backpacket
pairsin which thefirst packet is destinedfor receiver � and
the secondfor receiver � . We assumethat the timing be-
tweenpairsof packetsis considerablylarger thanthe tim-
ing betweentwo packetsin eachpair. Let 5 � Q G denotethe
numberof pairsfor which thefirst packetis successfullyre-
ceivedatnode� , andlet 6 � Q G denotethenumberof pairsfor
whichboththefirst andsecondpacketsarereceivedat their
destinations.Furthermore,let h � Q G denotethenodeatwhich
the paths U%� �V�"��� and U%� �V�i�j� diverge,so that U%� �V�^h � Q G � is
their commonsubpath.For illustration, refer to Figure2.
andlet �k$ml and �%$on , then h[p Q q $m� . With this notation,
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thelikelihoodof 6 � Q G given 5 � Q G is binomialandis givenby8 � 6 � Q G -!5 � Q G � 9 � Q G �:$ ; 5 � Q G6 � Q G < 9 >)?�r s� Q Gt�"�u(79 � Q G � B ?vr s C >@?vr s �
where 9 � Q G $ wx ILKNMcOWQ y ?vr s S * x wz ILK.M{y ?vr s Q G S � z �
5. InferenceTasks

Assumethatwe have madean assortmentof singlepacket
andback-to-backpacketmeasurements(sentto differentre-
ceiversor combinationsof receivers)asdescribedin Sec-
tion 4. Collectingall themeasurements,define| � YW6 � bk}~YW6 � Q G b� � YW5 � bk}�Y#5 � Q G bX�
wherethe index � alonerunsover all receiversandthe in-
dices�`�i� run overall pairwisecombinationsof receiversin
thenetwork.

Let us also denotethe collectionsof the unconditional
andconditionallink successprobabilitiesas � and � , re-
spectively. The joint likelihood of all measurementsis
givenby8 � | - � ���0���u��$ w � 8 ��6 � -!5 � � 9 � ���w � Q G 8 ��6 � Q G -!5 � Q G � 9 � Q G �J�
Since

|
and

�
areknown, we view

8 � | - � �������A� asa
function of the unknown probabilities � and � . We call8 � | - � �����"�A� thelikelihoodfunctionof � and � .

Based on the likelihood function, we wish to make
inferencesaboutthe parameters� and � . Several options
exist.

Maximum Likelihood Estimation: Maximum likelihood
estimatesof � and � aredefinedas�^���� ��u��$ arg ������ Q � 8 � | - � �������A���
Maximum likelihood estimation enjoys many desirable
propertiesandis widely utilizedin statisticalinference[12].

Maximum Integrated Likelihood Estimation: The con-
ditional successprobabilities � may not be of interestin
many applications.In suchcases,� arecallednuisancepa-
rameters,andit is commonto integratethe likelihoodover

thenuisanceparametersfirst, thenmaximizetheresultwith
respectto the parametersof interest(in this case� ). The
integratedmaximumlikelihoodestimatesof � aredefined
as �� $ arg ���L�� � 8 � | - � ���0���u�4�\���
whereeachconditionalsuccessprobability

* � is integrated
from � to � . Integratedlikelihoodmethods“automatically
incorporatenuisanceparameteruncertainty” [12]. As a
consequence,the integratedlikelihood function may pro-
vide moreaccurateestimatesof the unconditionalsuccess
probabilities than thoseprovided by the joint likelihood
function.

Marginal Likelihood Analysis: In addition to determin-
ing the successprobabilitiesthat maximizethe likelihood
function,it maybeof interestto examinethemarginal like-
lihoodfunctionof eachindividualprobability. Themarginal
likelihoodfunctionof � � is definedas8 � | - � � � � ��$ � 8 � | - � �^�����u�g�[�@� � �L���
where�A� � is thecollectionof all unconditionalsuccessprob-
abilitiesexcept � � , andall probabilitiesareintegratedover
the interval � ���R�R� . Similarly, the marginal likelihoodfunc-
tion of

* � is8 � | - � � * � ��$ � 8 � | - � �������A�g�X���L� � � �
The marginal likelihoodfunctionsareunivariatefunctions
of the remainingparameter. The marginalscan be maxi-
mizedto obtainan estimateof the parameter, or the func-
tions can be inspectedfor additional information. If the
marginalhasasinglemode(peak),thenthewidth or spread
of the likelihoodfunction canbe usedto determineconfi-
denceintervals for the maximummarginal likelihood es-
timate. More generally, the marginal may have multiple
modes(a featurecompletelylostwhenfocusingonly onthe
maximum),which may provide usefulalternative explana-
tionsfor themeasureddata.

6. InferenceAlgorithms

Computingmaximumlikelihoodestimatesor marginallike-
lihood functions can be a formidable task. Multidimen-
sional maximizationsor integrationsare time-consuming
anddirectly attemptingany of the inferencetasksoutlined
in Section5 leadsto extremelycomputationallydemanding
algorithmsthatarenot scalableto largenetworks.
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Thebasicproblemis thattheindividual likelihoodfunc-
tions

8 � 6 � -�5 � �=9 � � or
8 ��6 � Q G -�5 � Q G �=9 � Q G � for each type of

measurementinvolve productsof the � and/or � probabil-
ities. Consequently, it is difficult to separatethe effectsof
eachindividual successprobability.

We overcomethis difficulty usinga commondevice in
computationalstatisticsknown asunobserveddataor vari-
ables. To introducethe notion of unobserved data,let us
considerthelikelihood8 � 6 � -!5 � � 9 � ��$ ; 5 �6 �=< 9 >@?� ���A(�9 � � B ?�C > ? �
where 9 � $�EHGJILKNMcOWQ �PS � G . Assumingthat the path con-
sistsof more than one link, the effects of the individual
link successprobabilitieson this measurementare com-
bined throughthe productover the entirepath. However,
supposeit werepossibleto measurethe numbersof pack-
etsmakingit to eachnode.Let usdenotetheseunobserved
measurementsby � G�Q � , �7��U%�=�����!� , ���$�� . With thesemea-
surementsin hand,we canwrite the likelihoodfunctionof
theobservedandunobserveddataas8 �!YW� G�Q � b)-!5 � � 9 � ��$wGJILK.McOWQ �PS ; ��� M G S Q �� G^Q �¡< ��¢ sir ?G ���A( � G � ¢¤£"¥ si¦{r ? C ¢ s=r ? �
where �'�T�X� againdenotestheparentof node� . Also, since
we are able to measureat the sourceand receiver, in the
expressionabove we set � ORQ � $�5 � and � � Q � $/6 � . The
examplein Figure 6. illustratesthe notion of unobserved
data.

Figure 2 – Path from sour ce to receiver §�¨�©#© with
unobser ved data at each internal router .

Becausethelikelihood
8 ��Y#� G^Q � b)-!5 � � 9 � � dependsonboth

theobserveddataandtheunobserved,it is calledthecom-
pletedata likelihood.Thekey featureof thecompletedata

likelihoodfunction is that it factorizesinto a productof in-
dividual binomial likelihoodfunctions,eachinvolving just
a singlesuccessprobability. Thus,thecompletedatalikeli-
hoodfunction is a trivial multivariatefunction,andthe ef-
fectsof theindividuallink probabilitiesareeasilyseparated.

In a similar fashion,we introduceunobserved datafor
all measuredpaths,andthesevariablesallow usto factorize
the joint likelihood function into a product of univariate
functions.Severalwell-known optimizationstrategiestake
advantageof this simplification.

The Expectation-Maximization Algorithm: As thename
suggests,the Expectation-Maximization(EM) Algorithm
alternatesbetween two steps; one step estimatesthe
unobserved data and the other maximizes the complete
datalikelihood [13]. The EM Algorithm canbe usedfor
our problem to computemaximum likelihood estimates
of � and � . Beginning with an initial guessfor � and � ,
the algorithmis iterative andalternatesbetweentwo steps
until convergence.TheExpectation(E) Stepcomputesthe
conditional expectedvalue of the unobserved data given
the observed data, under the probability law inducedby
the current estimatesof � and � . The E Step can be
computedin ª��=«~� operations,where « is the total num-
ber of receivers, using an upward-downward probability
propagation(or messagepassing)algorithm[9]. TheMax-
imization (M) Step combinesthe observed and expected
unobserved data to form the complete data likelihood
functionwhich is thenmaximizedwith respectto � and � .
Sincethecompletedatalikelihoodfactorizesinto a product
of univariate functions, each involving just one success
probability, the maximizers have closed-form, analytic
expressions. Thus, the M Stepcan also be computedinª�� «~� operations.Eachiterationof the EM Algorithm is
thereforeª�� «~� in complexity. Moreover, it canbe shown
that theoriginal (observeddataonly) likelihoodfunctionis
monotonicallyincreasedat eachiterationof the algorithm,
and the algorithm converges to a local maximum of the
likelihoodfunction[13]. Our experimentshave shown that
the algorithm typically converges in a small number of
iterations.

Factor Graphs and Marginal Analysis: It may be of in-
terestto computemaximumintegratedlikelihoodestimates
or to inspectmarginal likelihoodfunctions,asmentionedin
Section5. TheEM Algorithm only deliversmaximumlike-
lihood estimates.However, usingthenotionof unobserved
datain conjunctionwith probabilitypropagationsimilar to
that employed in the E Step above, computationallyef-
ficient algorithmsdo exist for computingmaximuminte-

28-5



gratedlikelihood estimatesand marginal likelihood func-
tions.

Thesealgorithmsarebasedon graphicalrepresentations
of statisticalmodels.SuchrepresentationsincludeBayesian
networks and,moregenerally, factorgraphs[9]. Both the
parametersof interestand collecteddataappearas nodes
in the factorgraph. Eachnodeassociatedwith a parame-
ter is characterisedby a (potentiallyunknown) probability
distribution. Links betweenthe nodesindicateprobabilis-
tic dependencies.By introducingunobserved variablesas
additionalnodes,it is possibleto decouplethe effects of
differentsuccessprobabilitiesin thegraphicalmodel.

Probabilitypropagationcanbeusedto performexactin-
ference,provided the graphstructureis acyclic. However,
this may requirehigh-dimensionalsummations,leadingto
a heavy computationalburden;thus,exact inferencealgo-
rithms canscalepoorly as the network size increases.To
avoid theassociatedcomputationalburden,we have devel-
opedan approximationto exact inference.In the approxi-
matestrategy, we first infer likelihoodfunctionsof the loss
parametersat thereceivers. We thenusethesefunctionsto
performinferenceat thenext level of thetree,andcontinue
upwardsto the source. Detailsof the algorithmappearin
[8].

7. Consistency andBias

If theconditionalsuccessprobabilities� areall exactlyone,
thenit canbeshown thatmaximumlikelihoodestimatesof
the unconditionallosses� will tendto their truevaluesas
thenumberof packet measurementsincreases.This canbe
understoodby consideringa singlepathfrom thesourceto
receiver � . Thesinglepacketmeasurements6 G and 5 G pro-
vide an asymptoticallyconsistentestimatorof the product9 G $ E � ILKNMcOWQ G S �g� . Specifically, �9 G � > sB s convergesto 9 G
as 5 G tendsto infinity. Similarly, theestimators�9 � Q G � >)?�r sB ?vr s ,
convergeto 9 � Q G $ wx ILKNMcOWQ y ?vr s S * x wz ILK.M{y ?vr s Q G S � z �
aseach5 � Q G +¬ (recallthatthenode h � Q G definesthesub-
pathcommonto bothreceivers).

To simplify the notation, let us assumethat there are®
links in the path and denote them by U%� �V�i�j�¯$Y`� d �i�#°[�R�W�R�J�D�W±�b , where �#± � � . Define � d �W�R�W�J�"�!± so

that the commonsubpathbetweenU%� �����i²^� and U%� �V�i�j� isU%� ���D� ² � , ³�$´�\�W�R�W�J� ® (notethat � ± � � ± $m� ). Thenwe

have �9 G + � G�µ � G!¶ � GD·¹¸W¸R¸ � G�º ��9 � µ`Q G + * G µ � GD¶ � G!·¹¸R¸W¸ � G!º ��9 � ¶JQ G + * G µ * G ¶ � GD·2¸W¸R¸ � G�º �
...�9 � º Q G º + * G µ * G ¶ * G · ¸R¸W¸ * G º �

Note that if �9 � º Q G º +»� , thenwe may deducethat
* Gi¼ $� , ³½$ �\�W�R�R�R�i� . In this case, �9 � º[¾Xµ Q G º + � G º and�9 � º[¾ ¼^Q G º + � G º[¾ ¼ ¿ µ ¸R¸W¸ � G º , for ³�$/���R�W�R�J� ® . Con-

sistentestimatorsof � canbecomputedaccordingto�� G!º � �9 G!ºVQ G!º ��� G º[¾ ¼ � �9 � º[¾ ¼�Q G º�9 � º[¾ ¼ ¿ µ Q G�º �7³u$À�\�W�R�W�J� ® (Á�\� (1)

If oneor moreof the � arelessthanone,thena system-
atic bias is introducedinto the estimationprocessand the
maximumlikelihoodestimatorsare not consistent. How-
ever, theseverity of thebiasis directly linkedto theextent
to which the � deviatefrom one;thelessthedeviation, the
lessthe bias. Supposethat �9 G^Q G +ÃÂÀÄÅ� . Thenwe can
deducethat Â´Æ ²wy`Ç�d * G�È Æ�
for ³�$,�.�R�R�R� ® . This shows that the asymptoticvalueof�9 � º[¾ ? Q G º lieswithin theintervalÉ Â ±wy`Ç ± C ²!Ê d � y � ±wy`Ç ± C ²DÊ d � y�Ë �
for ³Ì$��\�W�R�R�R� ® (À� . From hereit follows that the the
asymptoticvaluesof theestimatorsY �� y b definedin (1) lie
within theintervals Í Â � y � �Â � yÏÎ �
Thus,we seethat thevalueof ÂÐ$ E ± y`Çgd * G È controlsthe
asymptoticaccuracy of themaximumlikelihoodestimators.

8. SimulationExperiments

8.1. A SimpleExample

Let usnow considerthesimpletwo-receivernetwork shown
in Figure8.1..Assumethatwehavemademeasurementsof
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singlepacketandback-to-backpacket:| $ YW6 � b � Ç ° Q e }�YW6 � Q G b � Q G�Ç ° Q e� $ YW5 � b � Ç ° Q e }ÑY#5 � Q G b � Q G�Ç ° Q e �
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Figure 3 – A small netw ork with two receiver s. Associ-
ated with each link are an unconditional success proba-
bility , ÖÏ× , and conditional success probability , Ø × .

Maximum likelihoodestimatesof � d � � °\� ��e are given
by� �� d � �� °L� ��2e ��$

arg �����Ù µ�Q Ù ¶�Q Ù ·
Í �����Ú µ Q Ú ¶ Q Ú · 8 � | - � � � d � � °\� �ge � * d � * ° � * e � Î �

Note that direct optimizationrequiresthe joint maximiza-
tion of the six dimensionallikelihoodfunction; a daunting
taskevenin this simplecase.UsingtheEM Algorithm we
caneasilydetermine� �� d � �� °\� ��2e � in ª�� ÛÜ� time, where Û
is the numberof iterationsof the algorithm. The marginal
likelihoodfunctionof each� � canalsobecomputedusinga
factorgraphrepresentationof thenetwork andaprobability
propagationalgorithmin ª�� Û�� time.

To exploretheperformanceof thesealgorithms,consider
threescenarios.

Scenario 1: � � d � � °L� ��e ��$ �=��� n\�V����� �\�V���V� ÝL�[�� * d � * ° � * e ��$ �=��� �\�V����� �\�V���V� �[�[�� $ Y#5 � $m�#�\�[�\�ab � Ç ° Q e }~YW5 � Q G $À�W�\�[�\��b � Q G�Ç ° Q e
Scenario 2: � � d � � °L� ��e ��$ �=��� n\�V����� �\�V���V� ÝL�[�� * d � * ° � * e ��$ �=��� �[_������ �[_����V� �X_\�� $ YW5 � $m�W�\�[�ab � Ç ° Q e }~YW5 � Q G $À�W�\�[�ab � Q G�Ç ° Q e

Table 1. Loss estimation perf ormance

S
cenario

Absolute Error

MLE MMLE Bound
mean / max mean / max Â

1 0.0106 / 0.0137 0.0053 / 0.0122 0.0199
2 0.0391 / 0.0452 0.0191 / 0.0256 0.0690
3 0.0533 / 0.1141 0.0854 / 0.1148 0.3625

Scenario 3: � � d � � °[� ��e ��$ � ��� n\�V���V� �[�����V� ÝL�[�� * d � * ° � * e ��$ � ��� n[_����V� �X_a���V� Ý\_\�� $ Y#5 � $o�#�\�ab � Ç ° Q e }~YW5 � Q G $m�W�[�ab � Q G�Ç ° Q e
The threescenarioswere eachsimulatedin Þ$��#�\�

independenttrials. In eachtrial, the maximumlikelihood
estimates(MLEs) andmarginal likelihood functionswere
computedfor eachunconditionalsuccessprobability. The
maximumsof themarginal likelihoodfunctions(maximum
marginal likelihoodestimates- MMLEs) provide assetof
alternatives to the MLEs. The mean(over all trials and
links) absoluteerror, maximum(overall trialsandlinks) ab-
soluteerror, aswell asthetheoreticalboundÂ (asdescribed
in Section7) for eachscenarioaresummarizedin Table1.
In Scenario1, we have a very largenumberof packet mea-
surements( �W�[�\�\� of eachtype)andthe � arealmost� . Both
the MLE andmarginal likelihoodfunction producenearly
perfectinferences.In Scenarios2 and3, we seelargerer-
rors, but theseerrorsare within the predictedbounds. It
is alsointerestingto notethat themaximummarginal like-
lihood estimatorperformsslightly betterthanthe standard
maximumlikelihoodestimator. This improvementhasalso
beenobservedin many otherapplications[12]; marginaliza-
tion overnuisanceparameterstendsto providemorerobust
estimators. Figure 8.1. displaystypical resultsfrom each
scenario.

8.2. A LargerNetwork Simulation

Weexperimentedusingsimulationsbasedonthenetwork in
Figure6.. We generatedprobemeasurementsby allowing
eachlink in thenetwork to assumeoneof two statevalues,
0 representingcongestion,and1 representinga light traf-
fic burden. At time instantsß���Þ , the stateof eachlink
wasupdatedaccordingto a Markov process.Thetransition
probabilitymatrixof theprocessgoverningthestateof link
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Figure 4 – Typical results from each measurement sce-
nario. From left to right plots sho w results for Ö�à , Ö4á ,
and ÖÏâ . The true value is indicate with a solid ver tical
line , the MLE is indicated with a dashed ver tical line .
Also sho wn are the marginal likelihood functions for
each of the ã .

�������������!� wasdeterminedby drawing �g� from auniformdis-
tribution äÁ� ���W�J� , and then drawing

* � from ä�� �g� �R�J� ; the
matrix wasdesignedso that if traffic weresentacrossthe
link it would experiencea steady-statesuccessprobability
of � � anda conditionalsuccessprobability of

* � . Packet-
pair probesweresentto thevariousreceiversin anordered
fashiondesignedto extractaninformativesubsetof thepos-
sible 6 � Q G and 5 � Q G . Thetimesat which thefirst packetsof
thesepairsweresentweredeterminedfrom a Poissonpro-
cess,suchthat inter-arrival timeswerewell-separated.The
secondpacket in apairwassentonetime instantlater. 1600
packet pairsweresentthroughthe network, with the des-
tinationsdesignedso that therewasa uniform distribution
acrossthenetwork of divergencenodes(thenodeat which
the pathsof the individual packetsin the packet-pairssep-
arated).Sucha distribution guaranteesanequal(prior) ex-
plorationof all network parameters.

Figure8.2.depictsthe resultof oneof the experiments.
Theposteriordistribution of successprobabilitywascalcu-
latedfor eachlink, andplottedin theboxes;thearrowsmark
thetruevalues.Theconfidencethatcanbeplacedonanes-
timateis clearly dependenton the amountof datathat can
be collected;estimationof the successprobabilitiesof �4å ,� p , and ��æ is basedonpacket-pairsinvolving apacket trav-
eling from the sourceto eithernode l or Ý , both of which
areextremely lossypaths. The maximummarginal likeli-
hoodestimatorsfor theunconditionalsuccessprobabilities
resultedin a meanabsoluteerror of 0.084,over 200 inde-

pendenttrials.
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Figure 5 – An example of the results of the experiment
described in Section 8.2. 1600 packet pair s were sent to
various receiver s in order to generate posterior prob-
ability distrib utions of the success rates of the links.
These are plotted in the boxes on the links; the arrows
mark the true values.

9. Conclusions

This work demonstratesthe potential of unicast,end-to-
end network measurementto determineinternal network
losses.We proposeda back-to-backpacket pair measure-
ment schemethat takes advantageof the correlationsin
lossesexperiencedby closelytime-spacedpackets.We also
developedtwo novel algorithmsfor likelihoodanalysisand
estimationof internallink lossprobabilities.Thispaperhas
laid the theoreticalfoundationfor future investigationsof
unicastnetwork tomography. Onepromisingpracticalas-
pectof our framework is thatit maybeusedin concertwith
variousmeasurementtools, including active UDP probing
or passive TCP monitoring. We arecurrentlystudyingour
framework with moresophisticatedsimulationtoolsaswell
aswith actualnetwork measurements.
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