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Abstract

A particle filter (PF) is a simulation-based algorithm used to solve estimation

problems, such as object tracking. The PF works by maintaining a set of

“particles” as candidate state descriptions of an object’s position. The filter

determines how well the set of particles describe the observations and fit the

dynamic model, in order to form an object state estimate. The drawback of

the basic PF is that the algorithm functions by collecting all data at a fusion

centre. This leads to high communication and energy costs in a resource-

limited network such as the sensor network. In this thesis, we analyze the

PF to determine how it can be modified for efficient use in a sensor network.

Our main priority is to keep communication and energy costs low since this

increases the network lifetime. We propose two innovative particle filtering

algorithms which minimizes the associated costs.
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Sommaire

Un filtre de particules (FP) est un algorithme utilisé pour résoudre des problèmes

d’estimation, comme le pistage d’un objet. Le FP maintient un ensemble de

� particules� qui représentent chacune un état potentiel de l’objet. Le filtre

détermine le niveau d’exactitude de l’ensemble de particules, en se basant sur

des observations et le modèle décrivant les dynamiques de l’objet, pour ensuite

estimer l’état le plus probable de l’objet. Le désavantage du FP est qu’il re-

quiert que la collecte des observations se fasse à un point central ce qui entrâine

une haute consommation d’énergie. Dans ce mémoire, nous déterminons les

modifications qu’on doit apporter au FP pour l’utiliser dans un réseau où les

ressources sont limitées en gardant les cohatuts de transmissions et la consom-

mation d’énergie au minimum pour prolonger la longévité du réseau. Nous

proposons deux nouveaux algorithmes pour le FP qui minimisent ces deux

coûts.
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Chapter 1

Introduction

With every passing day, scientists and engineers continually create new tech-

nology to improve the functionality of current devices. Since the invention of

the silicon chip in 1961, technological development has advanced at an alarm-

ing rate. Silicon chips provided the means for the development of modern

computers. Computers, once the size of a warehouse, can now be made to fit

in a briefcase or backpack. Better yet, technological advancements have now

allowed for miniature devices (or limited functional PC), such as PDAs or cell

phones, to be possible. The technological advances seem endless. In 2003, Kris

Pister and his research group at the University of California at Berkeley en-

gineered the smart dust [1–3], a tiny microelectromechanical sensor (MEMS)

of only a few millimetres in size, capable of detecting many world attributes,

such as light intensity and sound.

These “nodes” allow for the possibility of placing devices discretely in any

place, out of detection and out of intrusion, to be used for many applications

once deemed impossible. For instance, the military can use this technology to

detect or track threats, such as enemy vehicles or toxins in the air, in a foreign

or unknown terrain by simply “dropping” them in the area using a plane. A

business owner can also use the technology to simply manage inventory in his

store. A homeowner is able use these devices to detect bacterial levels of the

water in his swimming pool.

If a collection of these nodes is used together to perform a specific goal,

we can term this structure as a sensor network. A sensor network is thus

a collection of tiny devices with the ability to sense certain elements of the
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real world [4]. These devices are able to detect, control, or monitor some

aspect of an environment. The nodes also have the ability to interact with one

another using radio frequency communications. One of the main advantages

of sensor networks is their size. Because the nodes are so small, they can be

placed virtually anywhere without interfering with their environment. With

an onboard sensor, processor, and communication device, they are capable of

running a computer network in any place they are needed.

One of the important uses of a sensor network is to track the state of an

object. Recently, there has been a lot of attention given to this topic in the

research community. Tracking using a sensor network can be useful for many

purposes such as tracking an enemy vehicle in a war-zone or ensuring certain

personnel do not access restricted areas of a building.

While a sensor network can provide ample opportunity to use technology

in ways it has never been used before, there are still many challenges that

lie in the way before its full potential can be realized. Some of the main

focus of sensor networks research today is in the area of energy consumption

and communications costs. Sensor network devices are often battery powered.

Unfortunately in many cases, it is difficult to replace the power source after

deployment because they are distributed in places which are difficult to reach

or in hostile territory. Another difficulty with sensor networks is that many of

the algorithms currently used for tracking are communication-intensive. Many

algorithms employ a fusion centre to collect and to process data obtained

within the network. An algorithm using this type of configuration, called a

centralized algorithm, not only drains the energy of the fusion centre due to

its constant processing of data, but the neighbouring nodes of this centre will

also have to consistently route data to it. Energy consumption will therefore

be unbalanced in the network, being mostly distributed near the fusion centre.

This means that the energy in the subset of nodes are quickly drained due a

heavy workload, making for a shorter lifetime of the network.

Fortunately, the inherent problems of centralized algorithms (high commu-

nication cost, and unbalanced, high energy consumption) can be rectified by

applying a distributed structure. In distributed algorithms, the goal is to avoid

using only one device to perform most or all computational tasks so that the

energy problem does not occur.

A popular algorithm used in tracking scenarios is the particle filter. The
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particle filter is a simulation based algorithm often used for estimation prob-

lems. It is a very powerful procedure since it is able to model attributes of

non-Gaussianity and non-linearity, which is found to describe many real world

elements. Many tracking or estimation problems are based on the particle

filter since it is simple and effective.

1.1 Thesis Contribution

The research into distributed tracking algorithms, with an emphasis on sen-

sor networks and the goal of object tracking, has been very limited. Great

attention has not been given to analyzing how the particle filter can be ad-

vantageously used in a distributed manner. For example, identifying the most

efficient type of information that should be exchanged between nodes in or-

der to maintain the tracking algorithm and determining efficient collaborative

signal processing methods to process distributed data to achieve the tracking

goal has been only touched briefly in a few papers.

With the advantages of the particle filter, the focus of this thesis is to ex-

plore and propose efficient and effective distributed sensor network algorithms

based on this filter. In particular, with the limitations of sensor networks, we

wish to create distributed algorithms focused on reducing communication and

energy consumption costs in order to increase the network lifetime.

The thesis provides an analysis of the particle filter algorithm. We will

determine which steps of the process pose a challenge in sensor networks. After

this discussion, we propose two different distributed algorithms, each one being

established for a different networking scenario. These proposals are based on

our analysis of the particle filter in order to maximize their network lifetime.

We examine the effectiveness of these algorithms by running simulations in

Matlab to determine their tracking accuracy, as well as their communication

and computational costs in order to evaluate their energy consumption.

1.2 Thesis Organization

This thesis is divided into 6 chapters. Immediately after the current intro-

duction chapter, Chapter 2 gives a background into tracking algorithms and

sensor networks in order to identify the need for a distributed particle filtering



1 Introduction 4

algorithm in sensor networks. Chapter 3 describes the challenges faced with

using particle filters in sensor networks. Chapter 4 outlines our first proposed

algorithm based on the concept of a parallel distributed particle filter. Chapter

5 then looks at the second proposed algorithm based on locally distributing the

particle filter. Finally, Chapter 6 provides concluding remarks to this thesis as

well as future avenues of research in this area.

1.3 Published Work

Some of the content presented in this thesis was published in two conferences.

These published works discuss some of the preliminary results of the algorithms

presented in this thesis.

• G. Ing and M. J. Coates, Parallel Particle Filters for Tracking in Wire-

less Sensor Networks, in Proc. IEEE Workshop on Signal Processing

Advances in Wireless Communications, New York, NY, June 2005.

• M. J. Coates and G. Ing, Sensor Network Particle Filters: Motes as

Particles, in Proc. IEEE Workshop on Statistical Signal Processing,

Bordeaux, France, July 2005.
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Chapter 2

Background

This chapter provides the background necessary to understand the tracking

problem in sensor networks. We explore various tracking algorithms and dis-

cuss the advantages and disadvantages of each. The particle filter, a popular

tracking algorithm, will be shown to be quite beneficial in a sensor network

context and a detailed description of the algorithm will be given. Following

the discussion on algorithms, we describe what a sensor network is and how

it can be beneficial to our society. As research in sensor networks has gained

enormous attention recently, we describe sensor network research areas that

are being focused on by scientists and engineers today. In this thesis, our

interest lies in the collaborative signal processing aspects of sensor networks.

Collaborative signal processing is a term used to describe the processing of

all sensor data (whether together or separately) in order to achieve its goal,

whether it is detection, tracking or some other attribute. We are particularly

focused on methods to process sensor measurements taken throughout the net-

work in an efficient manner in order to track a moving object. Finally, this

chapter concludes with a literature review on tracking in sensor networks, with

a focus on the collaborative signal processing aspects.

2.1 Tracking Algorithms

Many mathematicians look at the tracking problem as an estimation problem.

Using available data, an algorithm or set of instructions can be used to estimate

the most likely position of an object. In this section, we describe the most

popular tracking algorithms.
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2.1.1 Problem Statement: Bayesian Tracking

The main focus of this thesis is on a Bayesian tracking scenario. That is,

Bayesian models are used. Recall that Bayes’ theorem states that the poste-

rior distribution of some signal B given some signal A is equal to the prior

probability of B times the likelihood of B given A, divided by a normalizing

constant:

p(B|A) =
p(A|B)p(B)

p(A)
. (2.1)

Our tracking (estimation) problem focuses on computing the posterior distri-

bution using a likelihood and a prior.

Let us denote xt and yt as the unobserved system state (e.g. the ob-

ject’s position) and observed measurement signal (e.g. the measured object

position), respectively, at time t. We assume the state and signal are both

modelled using Markovian, non-linear and non-Gaussian state-space models

(although linear and Gaussian systems can be applied). The unobserved state

at any given moment in time can be described by

xt = gt(xt−1, ωt−1) (2.2)

where gt is the (possibly) nonlinear system dynamic function and ωt is the

process noise at time t. The observed signal can be described as:

yt = ht(xt, νt) (2.3)

where ht is the (possibly) nonlinear function relating the system state to the

measurement and νt is the measurement error at time t.

Denote x0:t , {x0, ...,xt} and y1:t , {y1, ...,yt} as the collection of system

states from time 0 to time t and observations from time 1 to time t, respectively.

The problem is then to estimate the posterior density p(x0:t|y1:t) of the entire

state trajectory conditioned on all the measurements, its marginal distribution

(or filtering distribution) p(xt|y1:t) and the expectation

I(ft) = Ep(x0:t|y1:t)[ft(x0:t)] ,
∫

ft(x0:t)p(x0:t|y1:t)dx0:t (2.4)

where ft is some function of interest, integrable with respect to some p(x0:t|y1:t).

One example function of interest is the conditional mean, whereby ft(x0:t) =
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x0:t.

In our tracking problem, the interest lies primarily in estimating at time t

the state xt conditioned on the measurements y1:t. This can be achieved by

estimating the filtering distribution p(xt|y1:t). This density function can be

obtained through a recursive computation of the posterior distribution at each

time step.

The estimation is performed in two phases. The first phase is the prediction

or propagation phase, whereby the current state can be estimated by using the

density function p(xt|y1:t−1). This predictive density can be obtained using the

previous posterior density and a transitional prior p(xt|xt−1) which is specified

by using the system dynamic model of (2.2), as follows:

p(xt|y1:t−1) =

∫
p(xt|xt−1)p(xt−1|y1:t−1)dxt−1 (2.5)

since

p(xt|y1:t−1) =

∫
p(xt,xt−1|y1:t−1)dxt−1. (2.6)

The second phase is the update or measurement phase, whereby measure-

ment information is gathered to obtain the posterior density function p(xt|y1:t).

Assuming that the measurement yt is conditionally independent of the ear-

lier measurements y1:t−1, we just need the probability of the measurement yt

given xt along with the measurement model specified as a likelihood p(yt|xt).

Therefore, the posterior density can then be determined by using Bayes’ the-

orem:

p(xt|y1:t) =
p(yt|xt)p(xt|y1:t−1)

p(yt|y1:t−1)
(2.7)

where the normalization factor is

p(yt|y1:t−1) =

∫
p(yt|xt)p(xt|y1:t−1)dxt. (2.8)

After this phase, the prediction and update processes are repeated in a

recursive fashion. This filtering scheme, known as a recursive Bayesian filter,

is graphically shown in Figure 2.1.

The only problem with this Bayesian solution is that due to the recursive

propagation of the posterior density, analytically determining the solution is
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Fig. 2.1 Bayesian filter.

very difficult. This is because many of the posterior densities cannot be exactly

formulated using mathematical expressions.

2.1.2 Potential Tracking Algorithms

A popular method for computing the posterior is through the Kalman Filter

[5]. The Kalman filter allows for the computation of an exact expression

of the sequence of posterior distributions. The drawback is that the data

must be modelled by using a linear Gaussian state-space model. However, the

advantage is that the posterior density at every time step is assumed to be

Gaussian, and therefore it can be parameterized by a mean and covariance.

For example, if p(xt−1|y1:t) is Gaussian, it can be shown that p(xt|y1:t) is

also Gaussian, provided that the following assumptions are true [6]:

• ωt−1 and νt are Gaussian

• gt(xt−1, ωt−1) is a linear function of xt−1 and ωt−1

• ht(xt, νt) is a linear function of xt and νt

As a result, equations (2.2) and (2.3) can be rewritten as:

xt = Ftxt−1 + ωt−1 (2.9)

yt = Htxt + νt (2.10)

where Ft and Ht are matrices defining linear functions.
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From this, the Kalman filter algorithm can be constructed using equations

(2.5) and (2.7):

p(xt−1|y1:t−1) = N (xt−1; mt−1|t−1; Pt−1|t−1) (2.11)

p(xt|y1:t−1) = N (xt; mt|t−1; Pt|t−1) (2.12)

p(xt|y1:t) = N (xt; mt|t; Pt|t) (2.13)

where

mt|t−1 = Ftmt−1|t−1 (2.14)

Pt|t−1 = Qt−1 + FtPt−1|t−1F
T
t (2.15)

mt|t = mt|t−1 + Kt(yt −Htmt|t−1) (2.16)

Pt|t = Pt|t−1 −KtHtPt|t−1 (2.17)

and where N (x; m,P ) is Gaussian with argument x, mean m and covariance

P , Qt−1 is the covariance of ωt−1, and

St = HtPt|t−1H
T
t + Rt (2.18)

Kt = Pt|t−1H
T
t S−1

t (2.19)

are the covariance of the innovation term yt−Htmt|t−1, and the Kalman gain,

respectively with Rt as the covariance of νt. It should be noted that ωt−1 and

νt have zero mean and are statistically independent.

The solution provided by this Kalman algorithm is an optimal solution to

the tracking problem. However, there are many assumptions that must be

true in order for this algorithm to be useful. For instance, the Kalman filter

requires that linear and Gaussian state-space models be used. Unfortunately,

many of problems dealing with the real world phenomena cannot be modelled

as such.

As a result, an approximation to the Kalman filter can be used to address

these phenomena. This is called the Extended Kalman Filter (EKF) [7]. The

EKF works by considering a linear Taylor series approximation of the sys-

tem function and also an approximation for the observation function. Conse-

quently, equations (2.9) and (2.10) can no longer be used since these functions
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are not linear. As a result, we can perform linearization by approximating

p(xt|y1:t) with a Gaussian

p(xt−1|y1:t−1) ≈ N (xt−1; mt−1|t−1; Pt−1|t−1) (2.20)

p(xt|y1:t−1) ≈ N (xt; mt|t−1; Pt|t−1) (2.21)

p(xt|y1:t) ≈ N (xt; mt|t; Pt|t) (2.22)

where

mt|t−1 = f ′
t(mt−1|t−1) (2.23)

Pt|t−1 = Qt−1 + F̂tPt−1|t−1F̂
T
t (2.24)

mt|t = mt|t−1 + Kt(yt − h′
t(mt|t−1)) (2.25)

Pt|t = Pt|t−1 −KtĤtPt|t−1. (2.26)

f ′
t(·) and h′

t(·) are nonlinear functions, and F̂t and Ĥt are local linearization of

these nonlinear functions which can be represented by:

F̂t =
df ′

t(x)

dx

∣∣∣∣
x=mt−1|t−1

(2.27)

Ĥt =
dh′

t(x)

dx

∣∣∣∣
x=mt|t−1

(2.28)

St = ĤtPt|t−1Ĥ
T
t + Rt (2.29)

Kt = Pt|t−1Ĥ
T
t S−1

t . (2.30)

The EKF uses the first term in the Taylor series expansion to linearize the

nonlinear function. It is also possible to use the EKF with more terms in the

Taylor series expansion, but this introduces additional complexity.

Unfortunately, while the EKF eliminates the linearization restriction asso-

ciated with the standard Kalman filter, the EKF performs poorly with large

bias measurement noise [8], has divergence issues [9], and lacks robustness [10].

Other alternative algorithms for this tracking problem are grid-based [11, 12]

and Gaussian-sum filters [13] but they also have their limitations.

Sequential Monte Carlo (SMC) methods, such as the particle filter, provide

an excellent alternative. These are numerical methods based on simulation and
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are convenient to use now that computation power is easily available. There

are no restrictions on the type of system and observation functions, and the

noise does not have to be restricted to the Gaussian-type either. The only

drawback to SMC methods is that they are generally more computationally

demanding [14].

2.1.3 Monte Carlo Methods

A Monte Carlo method is an analytical technique for solving a mathematical

or physical problem using random samples (or pseudo-random samples) [15].

Often, exact closed-form or deterministic solutions cannot be obtained due to

the complexity of the problem. Monte Carlo methods are used to determine the

most likely state of an element. They involve the execution of a large number

of simulation trials using random samples of this element. The distribution of

the results obtained from these trials is then used to determine the most likely

state of the element. The advantage of Monte Carlo methods is that they are

able to model non-linear and non-Gaussian state space models, which was not

possible with the Kalman filter.

Sequential Monte Carlo Methods

The problem with Monte Carlo methods is that every time new information is

obtained, the algorithm must recompute everything from scratch. This means

that all data collected since beginning of “time” must be processed again.

In many real-time signal processing applications, data is observed period-

ically. Thus, an algorithm with data processed sequentially is less computa-

tionally demanding since only the new data has to be considered. This is also

termed as on-line computation. An added benefit to online computation is

that there is no need to save an enormous amount of data (i.e. starting with

the beginning of “time”). This provides substantial savings in terms of mem-

ory cost. As a result, a methodology which can process data sequentially can

be very beneficial.

Consequently, Sequential Monte Carlo methods are a convenient approach

to computing posterior distributions since they combine the benefit of a Monte

Carlo method with sequential computation. A classical use of a Sequential

Monte Carlo method is to track a state process. Blake and Isard were among
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the first to develop an algorithm using a SMC method to track human move-

ment using an algorithm they termed Condensation [16]. Using this algorithm,

the authors were able to track the movements of a dancing girl and a moving

hand. Sequential Monte Carlo methods have also been used to track an ob-

ject [17], to perform localization [18] and robot navigation [19], and for many

others tasks.

The particle filter is a popular Sequential Monte Carlo method. It is a

powerful method for predicting the state of an element in the environment

based on past and current observations. The particle filter maintains a set of

“particles” (candidate state descriptions). The algorithm determines how well

these particles describe the observations and fit the dynamic model to create

state estimates. Algorithms based on SMC methods also come under many

other names, such as bootstrap filters [9], condensation [16], and survival of

the fittest [20].

We now develop the mathematics behind the particle filter, based on [21].

Perfect Monte Carlo Sampling

In the simplest case, we can represent a posterior distribution using a set of

samples or particles. This can be achieved by taking N independent and iden-

tically distributed (i.i.d.) random samples x
(t)
0:t. These samples are drawn from

the probability p(x0:t|y1:t). As a result, we can obtain an empirical estimate

of this distribution by:

p(dx0:t|y1:t) =
1

N

N∑
i=1

δ(x0:t − x
(i)
0:t)

=
1

N

N∑
i=1

δ
x

(i)
0:t

(dx0:t)

(2.31)

where δ
x

(i)
0:t

(dx0:t) denotes the delta-Dirac mass located at x
(i)
0:t.

It is thus easy to approximate the expectation of the form

Î(ft) =

∫
ft(x0:t)p(dx0:t|y1:t) =

1

N

N∑
i=1

ft(x
(i)
0:t). (2.32)
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While forming estimates using Monte Carlo sampling is simple, in theory,

it is often impractical. In many cases, it is not possible to sample from the

posterior distribution p(x0:t|y1:t), or it is very inefficient (computationally de-

manding) to do so. Alternatively, Markov chain Monte Carlo (MCMC) meth-

ods can be used to sample from these distributions [22, 23]. Unfortunately,

using MCMC algorithms for recursive estimation (of the propagation of the

posterior density) is problematic since these algorithms are iterative.

Bayesian Importance Sampling

It is often difficult to sample from the desired distribution directly. As an

alternative to drawing samples directly from the posterior distribution, samples

can be drawn from a known proposal distribution π(x0:t|y1:t). This means that

(2.32) can be rewritten as:

Î(ft) =

∫
ft(x0:t)

p(x0:t|y1:t)

π(x0:t|y1:t)
π(x0:t|y1:t)dx0:t

=

∫
ft(x0:t)w

∗(x0:t)π(x0:t|y1:t)dx0:t

(2.33)

where w∗(x0:t) is the ‘true’ importance weight

w∗(x0:t) =
p(x0:t|y1:t)

π(x0:t|y1:t)

=
p(y1:t|x0:t)p(x0:t)

p(y1:t)π(x0:t|y1:t)
.

(2.34)

As a result, if N i.i.d. samples {x(i)
0:t, i = 1, ..., N} are selected from the

distribution π(x0:t|y1:t), a good estimate of the state distribution is

I(ft(x0:t)) =
1

N

N∑
i=1

ft(x
(i)
0:t)w

∗(x
(i)
0:t). (2.35)

The importance sampling weight permits the sampling from another distri-

bution to be possible as the importance weight can act as a conversion factor to

the original distribution of interest. The difficulty of using the state estimate

of (2.35) is that in most circumstances, this estimate requires an evaluation of
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a normalizing constant p(y1:t). Define the unnormalized weight

w(x0:t) =
p(y1:t|x0:t)p(x0:t)

π(x0:t|y1:t)
∝ w∗(x0:t). (2.36)

Therefore,

I(ft) =

∫
f(x0:t)

w(x0:t)

p(y1:t)
π(x0:t|y1:t)dx0:t

=

∫
f(x0:t)w(x0:t)π(x0:t|y1:t)dx0:t∫

w(x0:t)π(x0:t|y1:t)dx0:t

(2.37)

and

Î(ft) =
1
N

∑N
i=1 ft(x

(i)
0:t)w(x

(i)
0:t)

1
N

∑N
i=1 w(x

(i)
0:t)

=
N∑

i=1

ft(x
(i)
0:t)w̃(x

(i)
0:t)

(2.38)

where

w̃
(i)
t =

w(x
(i)
0:t)∑N

i=1 w(x
(i)
0:t)

(2.39)

are the normalized importance weights. The ‘true’ importance weights have

now been replaced by w
∗(i)
t = Nw̃

(i)
t .

This integration method can be interpreted as a sampling method. The

posterior distribution p(x0:t|y1:t) can now be approximated by

p̂(dx0:t|y0:t) =
N∑

i=1

w̃
(i)
t δ

x
(i)
0:t

(dx0:t) (2.40)

and the expectation can be represented by

Î(ft) =

∫
ft(x0:t)p̂(dx0:t|y1:t). (2.41)

This method of using a known proposal distribution to sample from is

called importance sampling. As can be seen, importance sampling is a powerful

method to use when the posterior distribution is not easy to evaluate. However,

the downside is that importance sampling cannot handle recursive or on-line
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estimations. This is due to the fact that the data y1:t has to be collected

before estimating p(x0:t|y1:t). The importance weights of the entire space have

to be recomputed each time new data yt+1 becomes available. As a result, the

complexity of this computation greatly increases as time passes.

Sequential Importance Sampling (SIS)

In order to reduce the complexity of the algorithm, we can factorize the pro-

posal distribution

π(x0:t|y1:t) = π(x0:t−1|y1:t−1)π(xt|x0:t−1,y1:t). (2.42)

Recursively iterating this equation,

π(x0:t|y1:t) = π(x0)
t∏

k=1

π(xk|x0:k−1,y1:k). (2.43)

Consequently, the importance weights can also be recursively evaluated by

w̃t ∝
p(y1:t|x0:t)p(x0:t)

π(xt|x0:t−1,y1:t)π(x0:t−1|y1:t−1)

∝ w̃t−1
p(y1:t|x0:t)

p(y1:t−1|x0:t−1)

p(x0:t)

p(x0:t−1)

1

π(xt|x0:t−1,y1:t)

∝ w̃
(i)
t−1

p(yt|x
(i)
t )p(x

(i)
t |x

(i)
t−1)

π(x
(i)
t |x

(i)
0:t−1,y1:t)

.

(2.44)

In order for sequential importance sampling to take place, one of the most

important factors to consider is the choice of the proposal distribution. A

common choice is the prior distribution

π(x0:t|y1:t) = p(x0:t) = p(x0)
t∏

k=1

p(xk|xk−1). (2.45)

The prior is often used because it is convenient. Another choice for the

proposal distribution, which has been shown to be optimal, is to minimize the

variance of wt [24]. In this thesis, we restrict ourselves to using the prior as our

proposal distribution for simplicity and because other proposal distributions

require more joint information which increases the complexity of the algorithm.



2 Background 16

Sequential Importance Resampling (SIR)

While sequential importance sampling eliminates the recursion problem, it

still suffers from the degeneracy problem. Degeneracy refers to the fact that

after a few iterations, all but one particle will have negligible weights. This

occurs because the variance of importance weights increases stochastically over

time [24]. Possible solutions to overcome this effect include using a very large

sample size N or optimizing the choice of the importance density. The former

approach can be too computationally demanding, and the latter requires the

difficult identification of an optimal importance density. A selection process or

resampling is an alternative solution to this problem. In resampling, samples

that have very low importance weights are eliminated and replaced by replicas

of samples with high importance weights.

There are a variety of resampling schemes. Each scheme has a different

performance, most notably in terms of complexity and the induced variance of

the particle set. Some notable techniques are residual sampling [25], systematic

sampling [26], and mixture of SIS and SIR (only resample when necessary)

[24,27].

Unfortunately, even when resampling schemes are used, degeneracy may

still be a problem. Samples may eventually collapse to a single point if, during

the resampling stage, samples with high importance weights are duplicated an

extremely large number of times. Again, there have been numerous proposals

to rectify the problem. Notable techniques include auxiliary particle filters

[28], local linearization using EKF [24,28] or the unscented Kalman filter [29]

(another variation of the Kalman filter) to estimate the importance distribution

and MCMC methods [30–33].

2.1.4 Basic Particle Filter Algorithm

In summary, the particle filter keeps track a set of candidate state descriptions

(particles). Each of these particles is associated with a weight. When a new

measurement becomes available, each particle’s state trajectory is augmented

based on the dynamic model (and possibly also with the measurement). This

stage is called the propagation step. The weights are then updated according to

how well they describe the dynamic model and the likelihood of it generating

the current measurement. This is known as the update step. The set of
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particles along with their associated weights which approximates the filtering

distribution can then be used to form the current state estimate. This is the

estimation step. Finally, a resampling step is normally applied to eliminate

particles with low weights and duplicate particles with high weights. This

allows us to have a set of particles that focus on the likely region of the state-

space of concern. A high level of the particle filter is described in Figure 2.2.

1. Initialization: t = 0;

• For i = 1 to N : Sample x
(i)
0 ∼ p(x0);

• Set t = 1;

2. Importance sampling step:

• Propagation – For i = 1 to N : Sample x̃
(i)
t ∼ p(xt|x(i)

0:t−1);

• For i = 1 to N : Set x̃
(i)
0:t = (x

(i)
0:t−1, x

(i)
t );

• Update – For i = 1 to N : Evaluate the importance weights
w

(i)
t = p(yt|x̃(i)

t );

• Normalize importance weights w̃
(i)
t = w

(i)
t /

∑N
j=1 w

(j)
t .

3. Estimation – The estimate x̂0:t can be determined using the particles
x̃

(i)
0:t and weights w̃

(i)
t .

4. Resampling step:

• Resample with replacement N particles (x
(i)
0:t; i = 1, ..., N) from

(x̃
(i)
0:t; i = 1, ..., N) according to the normalized importance

weights w̃
(i)
t ;

• Set t = t + 1 and

• Proceed to the importance sampling step when the next mea-
surement is obtained.

Fig. 2.2 High-level algorithm description of the particle filter al-
gorithm.

2.2 Sensor Networks

A sensor network is a collection of tiny devices (called nodes or motes) that

can be deployed in large numbers to monitor some element in the environment.
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The nodes are connected together via wireless communication with the ability

to detect, or monitor some aspect of an environment. Each node in a sensor

network is self-powered and contains its own processing power. Unfortunately,

each node has limited energy, memory, and computation power. Each sensor

network node is usually equipped with a radio transceiver, a small micro-

controller and a power source, such as a battery. Sensor networks are usually

self-sufficient devices, with self-organizing capabilities since often there is no

human intervention after they are deployed.

Arguably, sensor networks were first used in the military during the Cold

War. The Sound Surveillance System (SOSUS) [34] was constructed with the

purpose of tracking submarines deep underwater by attempting to detect their

faint acoustic signals. There are many applications for these powerful networks

including governmental, commercial and personal purposes [4, 35–37]. Their

uses include (but are not limited to) measuring temperature, sound, pressure,

motion, and pollutants. For example, a sensor network could be used:

• to detect or track threats, such as enemy vehicles or toxins in the air by

the military,

• to monitor bacterial levels in a swimming pool,

• to detect the onset of a tornado, or

• to manage inventory in a store.

The use of sensor networks is advantageous for many reasons. For instance,

since nodes are very tiny in size, they virtually do not disturb the environment

in any way. They can be placed in an environment discretely and without

anyone’s knowledge for intelligence purposes. Furthermore, sensor networks

can be deployed in places that are difficult to get to, or unsafe for humans

presence. A plane can fly-by an area of interest and “drop” the sensor network.

Currently, Crossbow [38] is the most popular commercial company selling

sensor network devices. Crossbow’s best selling sensor network products are

the MICA series development kits. An example of a kit is shown in Figure

2.3. These kits typically include a base station with several motes and sensor

acquisition devices. These motes run under the TinyOS system [39] for em-

bedded sensor networks, developed at the University of California at Berkeley.
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Fig. 2.3 Crossbow’s MICA2 basic sensor network kit. This
kit contains three MICA2 Processor/Radio Boards (motes), two
MTS300 Sensor Boards (Light, Temperature, Acoustic, and
Sounder), and one MIB510 Programming and Serial Interface
Board (base station). Source: Crossbow (http://www.xbow.com)

The MICA series motes are about an inch or two long on the widest dimen-

sion, depending on the model. Another popular sensor network product comes

under the name of smart dust [1–3]. These motes are designed to be the size

of a particle dust containing all the features required in a sensor network, such

as detection, communication and computational capabilities. However, the

smart dust is still highly developmental and is not yet available to the pub-

lic. Despite the availability of sensor network products, basic construction of

a sensor network is not difficult. The main components of this network are

microprocessors, sensors, and wireless communication components.

2.3 Collaborative Signal Processing in Sensor Networks

Some challenges faced with sensor network research today are to ensure high

accuracy, low latency, low energy consumption, low ratio of active sensors, and

fast computational time in any application. A common practice in sensor net-

work applications has been to process collected data at a central server. This

type of detection algorithms are known as centralized algorithms. Centralized

algorithms are generally simpler to execute as processing data at one location

can reduce the computational complexity of an algorithm. However, there are

various problems associated with this type of methodology. The first problem
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with centralization is that the network is relying on one processor to perform

the task of the network. This introduces the single point of failure problem.

Secondly, in real-time applications, sending data from a node to a central

processor may take too long. The central node may reside many hops away,

introducing latency and synchronization issues into network design. This also

leads to an imbalance of the workload in the network. Nodes closer to the

fusion centre exert more energy performing routing, while the fusion centre

performs most of the computations. Lastly, centralized algorithms utilize a

great deal of resources to transmit the data. These methods usually keep data

processing procedures simple, while neglecting on communication costs. How-

ever, the energy consumption corresponding to computational work usually

is lower than the consumption related to communication and therefore avoid-

ing high data transmission is advantageous in this type of a setup. To avoid

or at least reduce the major problems inherent with centralized algorithms,

distributed processing over the sensor network can be used to alleviate the

costs.

The development of sensor networks with distributed algorithms has largely

focused on three research areas which deal with these factors [4]. The first is

sensor management. Sensor management research involves the optimization

of sensor resources to collect data. Since the location of deployment of sensor

nodes is not usually exactly predetermined, sensors have to be able to locate

neighbouring nodes in order to be able to form a network. This leads us to

the second area of importance, the communication between all the distributed

nodes. Nodes generally have very limited communication range and power.

Therefore, the communication protocols used to transmit data between nodes

in the sensor network must be efficient and a minimum due to its limitations.

Finally, the data processing in the network is another key research area. This

is the area where algorithms are developed to analyze the sensor data in order

to achieve its tracking or detection goal. One particular topic of interest in

this research field is collaborative signal processing (CSP). CSP deals with the

processing of sensor data separately or distributively (i.e. at different nodes)

in order to achieve a global solution. That is, rather than processing all data

at a single location, computational methods are devised to obtain a similar

solution by distributing the calculations among several nodes. For example,

this allows for distributed algorithms to be performed with the absence of a
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data fusion centre.

The primary focus of this thesis is on the collaborative signal processing

aspects of tracking using a sensor network. That is, the focus is on creat-

ing distributed algorithms which minimizes energy consumption and network

communication relating to sensor data fusion or collection. We assume that

sensor management and communication issues such as network protocols are

already efficient enough for our purposes. We are particularly interested in us-

ing a sensor network to track an object, using a powerful scheme of the particle

filter, as described earlier. In [19], the particle filters was shown to be more

effective for position, navigation and tracking, compared to other algorithms,

such as the classical Kalman filter.

2.4 Literature Review

Distributed algorithms for sensor network have recently gained much attention

by sensor network researchers. One of the first developments of a distributed

particle filter algorithm was in [40]. The paper proposes two methods to use

a distributed system for tracking. The first algorithm is based on a likelihood

factorization. In this method, parametric approximations to the likelihood

factors are formed using the particles of the filter and their associated likelihood

as training data. The idea is that the model parameters can now be exchanged

between nodes instead of the particles itself. The second algorithm is based on

an adaptive data-encoding scheme. The distributed particle filter algorithm

works by maintaining particle filters at a set of nodes dispersed throughout

the network. The unique aspect of the distributed particle filters is that the

local particle filter at each of these nodes is used to efficiently encode the local

measurements. In order to encode data at the next measurement instant, the

local particle filter at the current time step is propagated (blindly) according

to the dynamic model. An expected measurement value can be obtained from

each particle state. The expected values are then used to quantize the actual

measurement by performing the Lloyd-Max algorithm [41,42]. Straightforward

labelling of the data bins is then used to encode the local data for transmission

to the other class A nodes. In order for this quantization and encoding scheme

to be successful, it is crucial that all local particle filters match in the sense

that the set of particles are identical. This can be achieved by initializing
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the particle filters using the same random seed and ensuring that they all

propagate based on the same distributed, quantized measurements. Note that

these nodes must have some knowledge about the measurement process at each

sensor node, for example, sensor position and calibration. This information can

be communicated with the encoded data if necessary. The scheme performs

very well because the particle filter should be able to provide the location of

where the object is likely to be.

Other various CSP methods have also been examined in the tracking sce-

nario for sensor networks. In [43], a location-centric approach is taken whereby

a cell, consisting of a collection of nodes close to the object to be tracked, is

formed to collect data about the target. A cell manager then has the responsi-

bility of creating the next cell to maintain surveillance of the object. While this

minimizes the communication cost in the network by selecting the necessary

nodes to track the object, the disadvantage is the overhead in cell coordination

and cell selection for the next time step. In [44], a direct diffusion concept is

introduced for tracking. The proposal brought forth in this paper is that data

communication should be minimized between the data source and data sink

by setting up a gradient along each path, which describes the strength of the

“interest” of the neighbouring nodes on particular data attributes available.

Again, a disadvantage still exists in this scenario as there is overhead cost to

setup this direct diffusion.

Researchers from the Palo Alto Research Center (PARC) examined col-

laborative signal processing methods in [45–47]. They explored a leader node

methodology termed information driven sensor query for sensor collaboration.

The general idea is that a “leader node” is the only device responsible for tak-

ing any measurements. That is, only one node in the network is active at any

given moment in time. A group is formed about the leader node in preparation

of a handoff of leadership. Specifically as described in [46], the leader node is

used to track the object at every time step using a particle filter. A node is

elected leader based on the information utility and cost of its neighbouring sen-

sors. Once selected, a hand-off of information to a new leader node is required

whenever the leader changes. This involves transmitting the particle filter in

the form of raw particle values and weights or training and communicating

a parametric approximation. While this scheme does reduce the amount of

energy consumption if the rate of the particle handoff is high, the problem is
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that if a query is made on the location of the object, it may be difficult to

determine where the active node is to retrieve its estimate. The scheme also

adds communication cost in order to manage the states in which a node may

be in (i.e. as a leader, or being idle waiting for a handoff from the leader). The

authors also have investigated techniques for approximating and transmitting

the distribution of particles in an extension of this work.

On another front, the authors of [48] adopt a similar approach to the

distributed particle filter of [40]. The novelty brought forth is that an EM

algorithm is used to train a Gaussian mixture, to approximate the particle

representation. As a result, the mixture parameters can be exchanged instead

of particle weights. This approximation allows for a significant reduction in

data communication between nodes, especially if a large number of particles

is used. In [49], each node has its own local particle filters. Using a query-

response system, neighbours send each other the most relevant information.

In the scheme, the query node transmits a small subset of particles with the

entire state trajectory, describing the most informative information contained

within its local memory. In response, the queried node evaluates its own local

memory in conjunction with the newly received information and exchanges its

most informative and unshared data. Therefore, only important information

is exchanged and communication is kept to a minimum. Shin et al. [50] pro-

posed a distributed method whereby nodes use their local data to formulate

an estimate of the state. Data is only transmitted when other users of the

system requests for them. A belief matrix is used to keep tab of the target.

Particle filters in the context of sensor networks have also been analyzed

from other angles. For example, in [51], the authors examined the particle

filter as a problem of lossy encoding of a non-parametric density. The main

issue they consider is how to measure the loss or error of regenerating an

equivalent particle set from a distribution represented by the actual particle

set. They note that a good measurement of error controls takes into consid-

eration both the difference between the actual and regenerated distributions,

but also the errors which could arise after in the future due to the approxi-

mations used. They explored three possible measures of error – the maximum

log-error, the Kullback-Leibler divergence, and the integrated absolute error.

In [52], the authors examine the problem of distributed particle filters with a

focus on the resampling step, and an emphasis on increasing speed and reduc-
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ing complexity. In their approach, called the resampling with nonproportional

allocation, resampling is done at two levels. First, the procedure is invoked

locally to perform resampling of the particles on each local node. Then, an

inter-nodal resampling procedure has to be performed in order to normalize

the weights of all the particles in the network. This step requires particles to

be exchanged between local nodes, meaning weights and constants need to be

transmitted. This procedure can be particularly expensive if the number of

particle exchanges is high.
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Chapter 3

Particle Filters in Sensor

Networks

The basic particle filter, as described previously, is an excellent algorithm to

use for tracking an object. However, when the particle filter is used in the

context of a sensor network, communication and energy cost becomes an im-

portant factor in the performance of an algorithm. Particularly in a sensor

network where nodes are possibly spread across a vast area, using a particle

filter at a fusion centre, where all measurements are collected for processing,

becomes costly in terms of communication and energy costs. In this chapter,

the primary goal is to examine the particle filter in the context of a sensor

network to determine if any of the steps in this procedure can be modified

to run more cost efficiently, while maintaining tracking efficiency. Our focus

is to avoid the use of a fusion centre and to use a more collaborative signal

processing approach such that data can be processed close to the data source,

reducing energy costs associated with transmitting information. Energy costs

are determined by analyzing both communication and computational costs.

The main concerns of the particle filter we analyze are the approaches toward

maintaining a particle filter in the network, the transfer of particle filter infor-

mation, the maintenance of an accurate particle set, and the efficiency of the

estimation and transmission steps of the algorithm.



3 Particle Filters in Sensor Networks 26

3.1 Approaches to Maintaining a Particle Filter in a

Sensor Network

Recall the basic particle filter algorithm described in Section 2.1.4. This algo-

rithm is simple to use when the particle filter is maintained in a single node.

This is because once the measurement data is received by this node, the com-

putation can be straightforwardly performed at this location without the need

for extra steps or complexity. We call methods which employ a fusion centre

to collect measurement data for processing as centralized algorithms.

While the complexity of centralized algorithms is low, there are various

problems associated with these methods, as discussed in the previous chapter.

We will repeat them again to recall the problems. First, despite the fact that

the only communication exchange necessary in the network is to transmit sen-

sor data to the fusion centre, this communication cost can be extremely high.

This is because individual nodes with sensor measurements may be located

many hops away from the centre, and the data must be relayed through many

nodes. Not only does this increase the transmission cost in the network, but

this also consumes a lot of the limited energy power of the nodes. In addition,

this topology creates an unbalance distribution of the energy consumption in

the network, particularly near the region of the fusion centre. The fusion cen-

tre needs to exert energy at every time step to maintain the particle filter while

the nodes located near the centre consumes an immense amount of resources

to route data. In a sensor network, this is extremely undesirable as each node

only has limited energy resources. Draining energy quickly can therefore lead

to a very short network lifetime. Furthermore, as the particle filter resides on

one designated device, a major problem occurs if this node fails. Consequently,

using a fusion centre to collect the sensor data and maintain a particle filter is

not a very good choice in a sensor network architecture due to the unbalanced

energy consumption and high communications costs. As a result, centralized

schemes should be avoided and a distributed architecture in which a particle

filter can be maintained without the need of designated centre to collect all

measurement data should be considered.

We consider four distributed scenarios to maintain the particle filter for

tracking:
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• Particle filter resides at a different node each time step

• Particle filter resides at multiple nodes (simultaneously)

• Distinct particle filter resides at individual nodes

• Particle filter is dispersed over several nodes

3.1.1 Particle Filter Resides at a Different Node Each Time Step

One method to address the uneven distribution of the energy costs in the

sensor network is to use an approach based on the centralized architecture. As

opposed to using a single fusion centre, the concept of a “leader node” [46] can

be utilized. The leader node has the responsibility of maintaining the particle

filter at each time instant, identical to the task performed by the fusion centre

in the centralized case. The difference with this concept is that the leader

node is not always the same device at every time step. Ideally, if this leader

node is strategically positioned at a location close to the object’s predicted

position, this solution is very beneficial in a sensor network context because

energy consumption is no longer centred on a single node. Instead, the energy

consumption is distributed along the path of the object. This means that

during the entire tracking process, more nodes are involved in maintaining the

filter. Energy consumption is thus distributed and the entire network can last

longer. Another benefit to this method is that we can avoid the single point

of failure problem since the particle filter is maintained over multiple nodes

during the course of operation, although only one node is active and has the

most up-to-date information at any given time. If a leader fails, it is possible

to activate another leader node to continue the tracking process by obtaining

information from the previous leader.

In order for this approach to work, particle filter information must be

handed off to the new leader when activated. Unfortunately, this informa-

tion transfer has additional communication cost associated with it that was

unnecessary in the centralized case. A further disadvantage arises if the data

dimension of the filter is large. This would mean that more information would

have to be exchange to the new leader. However, if the data dimension is

low and this information exchange procedure is performed efficiently, the com-

munication cost of particle filtering information handoff can cost less than by
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routing data from the sensors to a fusion centre. At the very least, if the cost

of this leader node approach is equal to that of the centralized case, the former

case is still more beneficial since the cost will be distributed over a larger group

of nodes meaning the network lifetime is extended. Particle filter information

handoff will be analyzed later in this chapter.

The only downside to this method is when a query is made for retrieving

the particle filter results. Since only one node has this information, and this

node changes periodically, a search must be performed to find the node. This

could potentially be costly if the query rate is high.

3.1.2 Particle Filter Resides at Multiple Nodes

As an extension to the leader node concept, we can adopt a proactive, rather

than reactive methodology in handling particle filtering information. Instead of

only handing off information to new leader node when activated, we can allow

all possible leader nodes to maintain an identical copy of the particle filter.

This possibility was analyzed in [40]. If information exchange can occur at

every time step, or even periodically, all nodes can be updated with the latest

information and ready to perform any particle filtering duties immediately

when required. As an additional benefit, should any leader node fail at any

particular time during the course of its operation, the other nodes can be

immediately ready to continue the tracking tasks.

Obviously, this scheme requires greater communications and computational

costs as compared to the leader node method to maintain since multiple nodes

have to maintain an updated particle filter. However, if query is made to

obtain the current estimate formulated by the particle filter, any node in the

network could respond immediately. There is no need to search for a specific

node, as was the case in the leader node.

3.1.3 Distinct Particle Filters Reside at Individual Nodes

Another filtering scenario we can consider is one where a different particle filter

is maintained at individual nodes. In such a method, each node would use its

own sensor data to form an estimate by itself (which is exclusive to the other

nodes). This avoids the need to update each node with every other node’s

sensor measurements or particle filter information. Communication costs will
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then be significantly lower. In addition, the hassle of ensuring that all nodes

maintain identical particle filtering information is eliminated, as was the case

in the previous proposal.

The drawback to solution is that nodes that are located far away from

the object would use its own local sensor which may not give accurate sensor

readings. This means that some nodes maintain an inaccurate particle filter,

which waste energy resources. Another complication in this scenario is that

each node computes a different estimation of an object’s location due to differ-

ent sensor readings and different particle set maintained at each node. There

is no way for an external query to determine which node has the most accurate

tracking estimation. Finally, the computational costs are higher as compared

to the centralized case since multiple filters are maintained simultaneously.

At first glance, it appears that there may be no real advantage in using

this proposal since each node computes a different estimation, with nodes

located far away from the object giving inaccurate results. However, in the

case when a query is made to a node close to the object’s position, a reasonable

estimation can obtain which could be adequate enough for certain applications.

In addition, the entire process of maintaining a particle filter would cost very

little in terms of communication costs since there is no need to exchange sensor

data.

By itself, the method is probably undesirable. However, this method can

possibly be advantageous if a mechanism can be put into place where only

nodes close to the objects are activated to maintain a particle filter. Of course,

newly activated nodes will have to be updated somehow with latest particle

filter information.

3.1.4 Particle Filter is Dispersed over Several Nodes

Another form of maintaining a particle filter in a sensor network is to distribute

the particles over several nodes. That is, the entire set of particles can be

divided into small subsets, each residing on a different node. The advantage

is that it can be more manageable to place particles on various nodes due to

the memory limitations of a single node, especially if a large set of particles is

maintained.

Using a large number of particles in the particle filter is desirable to give
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the best possible representation of the object’s state. Recall that particles are

candidate state descriptions of the object’s position. The greater the number of

particles is used in the filter, the more accurate the estimate obtained should

be. This is the typical trade-off issue between accuracy and computational

cost.

Despite the advantage of using larger particle set, this adds a complication

in maintaining the particle filter. The traditional centralized particle filter

requires the consolidation of data at one node in order to compute the estimate.

Applying this action to this method would defeat the purpose of distributing

the data over several nodes. Therefore, another methodology to perform the

particle filter has to be used. For example, the individual nodes maintaining

subsets of particles can run the particle filter independently using its own

particle subset only. This way, there is no communication cost required due

to exchanging particle filter information or measurement data.

In summary, while the choice of a local or distributed particle filter can

significantly affect the communication costs of the tracking system in a sensor

network, this factor alone is not enough to determine which methodology is

best for the application. An important issue to consider is how to transmit

particle filtering information to another node, should a distributed method

be used. Whether the network architecture calls for the use of a leader node

or for several nodes to maintain some type of a particle filter, the means of

communication between various nodes to transfer particle filtering information

is crucial to the overall costs, if necessary.

3.2 Particle Filtering Information Transfer

The whole basis of a particle filter is the particle set. The particle set, com-

posed of particles each with an associated state (or value) and weight, makeup

the particle filtering information that is processed in order to formulate the

estimate of the object. When nodes exchange particle information, the key

is for the receiving node(s) to be able to regenerate these particle states and

weights.

The particle filter information can be transmitted to other nodes in a va-

riety of ways, with each method differing in communication costs and particle

filter information reconstruction accuracy. The most straightforward way to
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transfer filtering information is to send the exact particles states and weights.

This method is by far the most costly approach, even if compression is used,

since the number of particles tends to be high.

Transmitting a subset of particles, such as those with the largest weights, is

also possible and is discussed in [49]. Recall that an estimation of the object’s

position is determined using a weighted average of the particle states. Theo-

retically speaking, if we neglect the low weight particles in our estimation, it

is still possible to obtain a reasonably accurate result. Depending on the num-

ber of large weight particle information sent, the procedure may be beneficial

but this is a tradeoff between accuracy and communications cost. However,

a balance of the two can provide an excellent alternative to the transmission

of the entire particle set. Nevertheless, this procedure can also be beneficial if

used in conjunction with the resampling procedure. Recall that resampling is

invoked in the particle filter to eliminate low-weight particles in order to lower

the variance of the particle set. These particles are replaced by replicas of the

higher weighted particles. Thus, a transmission of a subset of particles with

high weights and recreating the remaining particle using resampling is another

feasible option.

Another method to transmit particle filtering information is to use a para-

metric representation of the particle set. The distribution of particles states

can be parameterized and the value of the parameters of the distribution can

be exchanged. For example, if the particles can be represented by distance

value from the object, the distances along with their weights can be modelled

in terms of a distance measurement distribution function. For instance, should

a Gaussian mixture model be used to describe the particles, the mean and vari-

ance of the Gaussian distribution only has to be transmitted [48]. The node

receiving these parameters just has to reconstruct the distribution based on

the values received and reproduce a set of particles with the same distribution.

While the exact particles would not be replicated, the particle set can still be

effective if the overall approximation error to the particle values is low. Po-

tentially, this scheme could require only a few bits of transfer per parameter

which makes it attractive to use.

In a case where multiple nodes are simultaneously maintaining identical

particle filters, it is not necessary to transmit particle states and weights,

or parametric values representing the particle distribution. Instead, sensor
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measurement data can be sent to these nodes to update the particle filter.

With compression, the cost of transmitting this data can be comparable to

that of a parametric representation. The advantage to this is that the exact

particle filtering information can be reconstructed at every single node without

a high cost. Thus any node will be able to give an identical estimation of the

object’s state should a query be made.

In brief, considering how to exchange particle filter information is an impor-

tant factor to consider in a distributed particle filter methodology. However, it

should be noted that the particle filter algorithm is based on the manipulation

of the set of particles. This also has to be given attention when determining

the type of algorithm to use to track an object in a sensor network.

3.3 Issue of Maintaining an Accurate Particle Set

As particles are propagated in time in a filter, they become less of an accurate

representation of the object’s state due measurement noise which increases

variance of the set of particle values. As time progresses, the representation

gets less useful and can eventually lose track of the object if some measure

is not taken to ensure the validity of each particle. This issue is important

to consider, whether a centralized or distributed particle filter is being used,

since it deals with the nature of the particle filter itself. To address the issue

of maintaining an accurate particle set, several methods can be considered.

3.3.1 Replacing the Particle Set

In a situation where different particle sets are maintained at each node, or

where particle sets are distributed among various nodes, particle set replace-

ment can be considered. For instance, the particle filter can periodically de-

termine whether its particle set is still effective at estimating the object’s posi-

tion by computing the expected log-likelihood [53]. If the test shows that the

particles are a poor representation of the object’s position, this signifies that

continuing to track the object with this particle set will produce unacceptable

results. As a result, the entire particle set at this node can be replaced by a

set from another node.

A crucial factor to consider when using this method is to determine the ex-
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act parameters to when particle set replacement should occur. The balance of

this value in conjunction to the communications cost associated with particle

set transfer is of great importance in a sensor networks context. The particle

transfer method used can be one of those that was just discussed in the previ-

ous section – that is sending the raw particle values or sending a parametric

representation of the particle set.

3.3.2 Resampling

Alternatively, when the set of particles is no longer a good representation

of the object’s position filter, it is due to the fact that the particles have a

large variance due to system noise. This means that only a few particles have

weights that are substantial to estimate the object’s position. This situation

can be corrected by using a resampling procedure, whereby a subset of the

current particles which no longer provides useful information is replaced. This

procedure can be done at every time step, or periodically.

As discussed in Section 2.1, resampling works by eliminating particles with

low weight and replicating those of higher importance (i.e. larger weights).

The particular issue in dealing with resampling in a distributed particle filter

in a sensor network is to determine how to normalize the weights of all particles

in the system in order to perform a proper comparison of all weights. In the

centralized case, the weights are all available at the fusion centre and therefore

resampling can be performed straightforwardly. In the distributed case, there

are two resampling scenarios to examine.

In the first scenario, we consider resampling at a node where all the particles

are available without any extra communication necessary. This is the case

when a leader node approach is used or when multiple nodes maintain a particle

filter. Normalization in these schemes can be achieved with no problem as this

local resampling can be performed simply by utilizing the weights of particles

at the node itself. No extra communication or computations is required.

In the second scenario, we consider the case where particles are dispersed

over multiple nodes. A local resampling procedure, as just described, can be

invoked to keep the variance of the particles low at each node. However, when

the local normalizing factors become large, a global resampling should be per-

formed on the entire particle set maintained in the network in order to ensure
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that the variance of the overall set is low. Global resampling is performed using

both particle weights and local normalization constants. Local normalization

factors are needed because the local resampling procedures altered the weights

of the particles, and thus a direct comparison of the normalized weights is

unfair.

Global resampling can be performed using several methods. One approach

is to have all nodes broadcast their particle weights and normalization con-

stants so that each individual node may be able to perform the resampling.

This can be very costly in terms of communication and computational costs of

the entire system. A variation to this method is to use a set of intermediary

nodes to perform the collection, where each node reports to its intermediary

node. The intermediary node can then communicates with each other in order

to aggregate the weights. Another extension is to build a binary tree struc-

ture with all nodes acting as elements of the tree and a summation can be

performed by a parent node on its children [54].

An additional method to achieve global resampling when particles are dis-

perse over multiple nodes is by using a central transceiver. The concern with

this proposal is that the communication cost associated with transmitting in-

formation to a transceiver can be high. Obviously, a central transceiver should

only be considered if the information exchange can be performed in an efficient

manner. Note though, that there is still a concern of a single point of failure

in this case.

In short, the issue of maintaining an accurate particle set is necessary to

consider in order to ensure the overall effectiveness of the particle set in the

filter. Whether a particle set replacement or resampling is used, these are

important factor in a particle filter framework. Particular in our context, this

has to be considered as it affects the communication costs associated with the

algorithm.

3.3.3 Object Estimation

In estimating the object’s state, a weighted average of the particle values is

computed. Similar to the global resampling problem, this estimation requires

the collection all particle information. In the case of the leader node approach

or where multiple nodes maintain particle filters, estimation can be performed
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with no additional communications costs. In the case when the particles are

distributed over multiple nodes, a consolidation of particle information is re-

quired to formulate an estimate. The methods available to achieve this are

identical to those proposed for the global resampling procedure. In fact, the

only difference between global resampling and estimation problem is only the

values required to perform their respective operation. Therefore, the meth-

ods needed to achieve either procedure are the same meaning that a global

transceiver or the use of intermediary nodes to aggregate the values can be

used.

3.4 Transmission Efficiency

In the previous sections, we focused the discussion on ways to minimize data

transmission in the network. However, the transmission cost of each step of the

algorithm should not be the only factor we should consider. Another aspect

to look at is efficiency of the transmission process itself. For example, in order

to ensure transmitting data in the network is efficient, data compression or

quantization of the data to be communicated should always be utilized. The

level of compression has to depend on the accuracy required in decoding the

data. In addition, communication protocols should also be considered, such

as whether handshaking is required, and what type of packets should be used

to send the information efficiently. Each type of solution proposed can use

various types of compression algorithm, and as a result, the benefits of each

can significantly change depending on the type used.

Compression can be performed in many fashions. One of the simplest

method is to use quantization. For example, in scalar quantization, an entire

space can be divided into sections. Compression is achieved by using the

representation of the label associated with the region the value belongs to

[55]. In order for quantization to be useful, the number of labels should be

significantly less than the number of potential values in the state space.

Depending on the type of quantization required, there are also a slew of

other methods such as uniform quantization, predictive quantization, tree-

structured quantization, just to name a few [56]. There are also other al-

gorithms to consider such as Lloyd-Max [41, 42], minimum weight spanning

tree [54], and entropy encoding [57].
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3.5 Summary of Particle Filtering Issues in Sensor

Networks

In this chapter, we considered the issue of using a particle filter in a sensor

network, with a focus on the communication and energy costs. We wish to use

the powerful particle filter in a tracking algorithm within the context of a sen-

sor network, ensuring that network lifetime is maximized (by minimizing the

associated costs), while maintaining tracking accuracy. Sensor networks have

limited energy resources and therefore we wish to have an efficient algorithm.

We considered various particle filtering issues in sensor networks, such as the

approaches to maintaining a particle filter, the transfer of particle filtering in-

formation, the maintenance of an accurate particle set, and the efficiency of

the estimation and transmission processes.

Pertaining to the approaches of maintaining a particle filter, we indicated

that the centralized form of the particle filter in a sensor network is compu-

tationally simple. However in this scenario, there is a high communication

cost associated with transmitting data from the sensor to the fusion centre. In

addition, this type of approach has an effect of unevenly distributing energy

costs in the network, with the most located in the area near the fusion centre.

This is due to the energy requirement for relaying sensor data to the fusion

centre, and for the fusion centre to perform the particle filter computations.

As an alternative, we looked at a few distributed methods.

The first proposal given was a leader node approach, similar to the central-

ized fusion concept. A leader node maintains the particle filter at every time

step, but the device designated as leader periodically changes. It is prefer-

able that the leader is located near the object’s predicted position in order to

reduce the amount of communication associated with relaying measurement

data. This approach distributes energy consumption to the nodes near the

object’s path, prolonging the network lifetime. Communication costs are also

reduced.

Another scenario discussed is a proactive leader node methodology, whereby

potential leader nodes are updated with particle filtering information periodi-

cally. Since these potential nodes may eventually require the information, this

saves on time in making the transfer. Furthermore, should a query be made

about the object’s estimated position, all potential nodes are able to respond
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immediately. If communication can be made to be efficient, there is lots of

potential for this method.

The third scenario described involves maintaining distinct particle filters

among various nodes. In this case, each node would be able to use its own

sensor(s) to take measurements. This data can then be used to maintain the

local particle filter. The advantage with this scheme is that there is no need for

communication among the nodes. However, the disadvantage is that sensor

data obtained from nodes located far away from the object is not reliable,

and thus this is only advantageous for nodes residing close to the object. In

addition, each node will compute a different estimate, leading to questions

about which node to query to get the best results. However, the scheme can

be advantageous if a mechanism can be put into place where only nodes close

to the objects are activated to maintain a particle filter in this manner.

The last scenario described involves distributing the set of particles among

several nodes. This allowed for a larger particle set to be maintained in the

network, since each node has only limited memory and computational power.

The disadvantage is that the data from the individual nodes have to be consol-

idated together in order to perform a particle filter. This can resolved simply

if individual nodes have the means to process a particle filter exclusive to the

other particle sets in other nodes, so that the particle filter information and

measurement data do not have to be consolidated at one node.

Examining these particle filter scenarios based solely on the (distributed)

location of where the particle filter resides is not enough to determine whether

or not that method is beneficial. This is because there are many other issues

to consider in order to determine their effectiveness of an algorithm employing

one of these methods. Particle filter information transfer is also important

to consider as this can potentially dictate whether a proposed distributed al-

gorithm is cost effective or not. There are three main methods proposed for

particle filtering information transfer. The first is to send a subset of the par-

ticle information – that is of those particles with the highest weights – and

using resampling to replace the remaining particles. This method could be

potentially costly as the number of particle information that should be trans-

mitted tends to be high. Another method is to parameterize the distribution

of the particle set and transmitting only the parameters necessary to describe

the distribution. If the dimension of the particles is low, the transfer of par-
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ticle information can be performed using very few bits. The disadvantage of

this method is that the exact particle set will not be regenerated, but is a

good alternative if this level of accuracy is not required. The last proposal dis-

cussed was to send compressed versions of the measurement data in the case

when multiple nodes are maintaining a common particle filter. This method is

possible since all nodes have identical particle filter information and only the

measurement values are needed for updating. The communications cost as-

sociated with this method is comparable to the parametric methodology, and

has an added advantage of allowing for the exact recreation of the particle set

at each node.

Another important issue to consider when using a particle filter in a sensor

network is maintaining an accurate particle set. As was explained earlier, the

set of particles will have a large variance as it is propagated in time due to

the noise in the system. Depending on the case, this can be rectified by either

discarding the particle set in the local node and replacing it with the set from

another node, or by using a resampling procedure. The resampling procedure

in itself provides various difficulties in some cases if the particles are not local-

ized at one node. The weights of all particles, as well as local normalization

constants have to all be considered in the case of a global resampling. This

can be done using a central receiver, or by using a scheme like a minimum

weight spanning tree. This also holds the same for the estimation procedure

after obtaining the particles and their associated weights. If the particles all

reside at one node, only local resampling is needed and this can be performed

simply with no extra information exchange.

Finally, we also need to consider the actual transmission costs. Much

focus was put into lowering the amount of transmitted data necessary for

the algorithm to succeed. In fact, the overall energy cost varies depending on

how well a compression algorithm performs to send the various types of data

required.

Determining an optimal distributed scenario for tracking in a sensor net-

work therefore requires the consideration of many factors. The effectiveness of

each proposed solution for each factor greatly depends on the type of track-

ing scenario considered and the circumstances surrounding the sensor network

system. In this chapter, we have built up a framework to devise a distributed

particle filter algorithm. In the next two chapters, we will propose two different
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algorithms that can be used depending on the sensor network architecture and

scenario. The first proposal algorithm which will be presented is a case when

sensor measurements are made available at multiple nodes. It is important in

this case to consider an efficient data fusion-like methodology which has a high

data compression ratio for transmission. In the second proposal algorithm, a

local particle filter is used to act on local data and can perform tracking duties

without the need for a global data fusion centre.
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Chapter 4

Parallel Distributed Particle

Filter

As discussed in the previous chapter, employing a fusion centre to maintain

a particle filter in a network is highly inefficient. This type of methodology

requires the use of an intense amount of communication to function, which

in turns consumes a high amount of energy and reduces the overall lifetime

of a sensor network. In this chapter, we propose a distributed particle filter

algorithm that will alleviate the high communications costs based on a simple

networking scenario where sensor measurements are obtained from various

nodes in a sensor network.

4.1 Proposed Solution

A typical sensor network is comprised of processing nodes and sensors. Each

sensor is usually associated with a single node and therefore located in a posi-

tion close to this node. In a situation where a sensor network is used to track

an object, it is often the case that the sensors located closest to the object’s

predicted position are activated to take measurements. These active sensors

may belong to different nodes and therefore a mechanism must be in place to

utilize all the sensor data to formulate an estimate.

The most computationally simple solution to maintaining a particle filter

is to employ a fusion centre, where this unit collects all the measurement data

and processes it. As has been discussed, the measurement data may be ob-
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tained at a location far away from the centre, and therefore the communication

costs associated with relaying this data will be high. Alternatively, the inher-

ent problem with this structure can be rectified by employing a leader node

approach. The leader node concept permits this fusion centre to be a node

located near the object. Therefore, communication costs can be dramatically

lowered since the measurements should be obtained and relayed to a location

near the leader. The problem with this latter proposal is that if an external

query was to be made on the location of the object, a search would have to

be conducted to determine the location of the leader node. Furthermore, in

order to ensure that the new leader node is given the updated particle filter

information, extra costs will be incurred.

As a result, we propose a structure that extends this model and eliminates

the search for the leader node problem on a query. We propose that particle

filters are maintained at all nodes. At first reaction, this suggestion may seem

to be a worst solution than a centralized method since the communication

costs can be dramatically increased due to the maintenance of extra particle

filters that were previously unnecessary. However, a proposal can be given in

which this architecture can be maintained while lowering the communication

costs as compared to a fusion centre structure.

First, it is often the case that a query is periodically made for the estimated

location of an object in a tracking system. As a result, it is not necessary to

maintain an updated particle filter at every time instant. We can therefore

utilize a scheme we term vectorization, where measurement data over several

time steps are collected and sent together, thus reducing on the communication

costs by eliminating the need to send extra packet headers. The details of this

method will be described later.

Second, we can employ a scheme to ensure that the update of particle filter

information is done in an efficient manner. As analyzed in the previous chap-

ter, there are various methods to address this update. For this case, the only

method we can consider is transmitting the measurement data itself since all

measurements are not located at one node. Using any other scheme involving

the particle sets would require the manipulation of multiple particle sets, which

would be communicationally and computationally more demanding. We also

want to do this to ensure that each node maintains identical particle filters,

so that the estimations at all nodes are the same. This is a further advantage



4 Parallel Distributed Particle Filter 42

as compared to the leader node approach. In order to transfer particle infor-

mation to the next leader node ensuring that the exact values are maintained,

the only method to achieve this is to transmit the exact particle values and

weights, which is extremely costly.

In a sensor network, it is likely that only a few nodes are active at any given

time. Since nodes are only turned on whenever at least one of its associated

sensors are active taking measurements, only a small number of nodes should

be expecting measurements, as the concentration of working sensors is located

near the object. In the case where a query for the object’s estimated location

has to be made during the intervening time before all nodes are updated with

all sensor measurements, it is quite possible that each active node may have

enough active sensors to track an object by itself within a reasonable accuracy

rate. Therefore, a particle filter can be used on these local sensor measurements

to perform an estimation result if necessary.

Since each active node is maintaining an additional particle filter based on

local sensor measurements, we can also use this filter to encode the measure-

ment data without too much extra computational costs. As a result, another

innovation we propose is a new quantization and encoding technique for the

measurement data using the particle filter, which will be described in detail

later.

With this proposed framework, we can outline an efficient procedure which

functions in the manner described in this section. The algorithm will be per-

formed in two layers. The first layer works by having active nodes located

near the object’s position collect measurement data for a period of time while

maintaining a local particle filter using its associated active sensors. Then

periodically, the measurement data collected from all nodes are exchanged, in

order for all nodes to maintain their global particle filters. Before we describe

the complete algorithm, let us discuss the two innovation procedures designed

to reduce communication costs – our quantization and encoding procedure and

our vectorization scheme.

4.2 Quantization and Encoding

Data transmitted in a sensor network is generally quantized to some extent; the

simplest form of quantization is probably accomplished by dividing the entire



4 Parallel Distributed Particle Filter 43

measurement space into small regions and transmitting the label of the region

where the data lies. Nevertheless, this scheme may still require a substantial

number of bits to represent the data. The distributed particle filter in [40]

uses a similar procedure whereby a Lloyd-Max algorithm is trained according

to propagated particle filters to quantize the measurement to achieve a higher

compression ratio. However, the Lloyd-Max algorithm is computationally ex-

pensive. Here we propose a much simpler quantization method employing an

efficient encoding scheme to achieve similar compression.

Our proposed quantization process commences by blindly propagating the

particle filter from the previous time instant and calculating the expected

measurement for each propagated particle. By blindly propagating, we are

performing a propagation of the particle to the next time step by using only

the dynamic model, without consideration of any measurements. Imposing

this latter limitation can have a negative impact on the performance of the

particle filter since the particles are not augmented toward the object’s actual

location. However, reasonable tracking accuracy is still maintained if it is used

only for a short duration of time.

The next step is then to divide the range of the expected measurements into

bins of equal size and form a histogram based on these measurements. These

steps are illustrated in Figure 4.1. We construct a Huffman tree [58] using

the histogram to develop the codebook for encoding the data measurements.

The measurements can then be encoded by using the Huffman tree codeword

representing the bin associated with the data. If the propagated particles

are a good representation of the state, then the measurement should lie in a

densely-populated bin and the codeword should consist of very few bits.

In the decoding stage, the quantized measurement values can be recon-

structed by recreating the same Huffman tree because each node has the same

particle filter conditions – and thus an identical copy of the same particle repre-

sentation before quantization commences. The key in this encoding technique

is that each node must have the same copy of the particle representation. This

can simply be achieved by initializing all nodes with the same particle repre-

sentation. As a result, this encoding step can greatly reduce communication

costs in a system.



4 Parallel Distributed Particle Filter 44

Fig. 4.1 Example of the proposed quantization and encoding
stage at a node. (a) Original particles (circles) representing object
position are propagated using the dynamic model. Shaded circles
are the propagated particles. (b) The expected values (distance
value) of the propagated particles are split into bins of equal size.
(c) A histogram of the particle distance values is constructed.

4.3 Vectorization

Since obtaining the most accurate estimation is not necessary needed at every

time instant, the global particle filter can only be occasionally performed. To

update the global particle filter, the measurement data has to be disseminated

to the other nodes.

To keep things simple, the same set of nodes and sensors will be activated to

collect measurements during a “vector” interval. The set of sensors performing

the measurement tasks will be the set of sensors which is closest to the object’s

predicted position of the beginning of the “vector” time interval.

Communications costs are dramatically reduced in this scheme because

the communication costs associated to packet overhead is eliminated. As an
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example, suppose each node collects data for five time steps before distributing

its vector of compressed values to the other nodes. During the intervening

time steps, only local nodes will have up-to-date local estimates and these will

vary between nodes, as they are formed using only local measurements. The

quantization of the data is performed by using a blindly propagated particle

filter. When the five time instances have elapsed, the vector of measurements

is shared with other nodes in the network and each of these nodes can run its

particle filter on the data received. At this point, the global estimate of the

state can be formed at all nodes. In this example, four time steps worth of

packet overhead is eliminated which can provide substantial savings since the

ratio of overhead bits to data bits is usually high.

4.4 Algorithm

With the main issues of how the tracking algorithm functions, and how com-

munication between nodes is performed, we can now describe our distributed

particle filter scheme in detail. In order for this method to function, the initial-

ization process is crucial. The global particle filters in each node must produce

identical results in order to allow for identical estimation and also to allow for

the performance of the quantization and encoding/decoding procedure. This

can be achieved if all nodes are initialized to the same particle filtering con-

dition, meaning that each node is initialized to the same random seeding so

that particles initially generated will be identical. In addition, this allows for

identical particle propagation in all nodes since identical random numbers will

continually be generated.

Once the seeds have been set, each node will create some particles from an

initial distribution, with each particle having a weight of one. All nodes in the

network will then be activated. Each node will get all its associated sensors

to take a measurement of the position of the object. We assume that each

node knows the location of all sensors in the network, whether it is their own

sensors or the sensors belonging to other nodes. The system will utilize only

a small subset of sensors at any given time. The subset will consist of sensors

(for example, eight sensors) that are located closest to the object’s predicted

position. Therefore, each node has to determine if any of its sensors are among

the closest sensors to the object. If so, that sensor and its associated node will
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remain active. All other sensors and nodes will be put into a sleep mode for

the time being, until it is required.

Next, the particles on each active node are propagated using the state

dynamic model. The quantization and encoding procedure based on the prop-

agated particles will be used and the encoded value will be saved. The particle

filter then acts on these quantized measurements (i.e. bin value representation

of the measurement) to generate an estimate of the object’s position. We call

this estimate the local estimate, since it is formed using local measurements

only.

When a vector’s length of time passes, the collection of saved encoded

data will be transmitted to all other nodes. The other nodes will decode all

information received by the exact same procedure for the encoding to generate

the Huffman tree codebook. Once all data has been successfully recovered,

the particle filter is run on all the measurements collected in the network. A

global estimate can straightforwardly be generated since all the particles reside

at the same node. Additionally, a resampling procedure can be used to ensure

the variance of the particle set is low. Here, local resampling can simply be

invoked.

The process is then repeated with the selection of a new subset of sensors

closest to the object’s projected position. Propagation, encoding and vector-

ization are then performed. A local estimate can be calculated if necessary.

Finally, decoding is performed after the vectorized data has been distributed

to other nodes and a global estimate can be formed.

In our specific scenario, even though it can be generalized, the distrib-

uted particle filter algorithm deals with the problem of estimating the state

for a multi-dimensional signal (4-dimensions in our case) using a Markovian

state-space model that is (potentially) non-linear and non-Gaussian. The un-

observed global state {xt; t ∈ N} is modelled as a Markov process with initial

distribution p(x0) and a transition probability p(xt|xt−1). The observations

{yt; t ∈ N∗} are assumed to be conditionally independent in time given the

process xt. The system state and observations up to time t are denoted by

x0:t , {x0, ...,xt} and y1:t , {y1, ...,yt}, respectively. The measurements yt

are recorded by K sensors, and we use yk
t to denote the subset of observations

made by the k-th sensor. A high level algorithm is shown in Figure 4.2. We

call our proposed algorithm the Parallel Distributed Particle Filter (PDPF).
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1. Initialization, t = 0

• Initialize the particle filter of each sensor k = 1, ..., K by equat-

ing the random seeds to ensure they all match.

• For each sensor k = 1, ..., K

– For i = 1, ..., N particles, sample x
(i)
0 ∼ p(x0).

2. Quantization and encoding at the nodes:

• Set t← t + 1.

• For the length of the vector v = 1, ..., V

(a) Quantization:

– For each sensor k = 1, .., K

∗ For i = 1, .., N , sample x̃
(i)
t ∼ p(xt|x(i)

0:t−1).

∗ Calculate expected values of measurements

g
(i)
t = E(y

(k)
t |x̃

(i)
t ).

∗ Create a histogram of the g
(i)
t values with h equal bins

encompassing the range of values [min(gt), max(gt)].

∗ Use the histogram to form a Huffman tree Hk
t and

encode the quantized measurements ỹk
t .

(b) Local Estimation:

– Form a local estimate of the object’s state using a stan-

dard particle filter acting only on the local measure-

ments. That is, a weighted sum of the particles will be

used to estimate the object’s position. The weights can

be calculated using the local measurements.
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3. Network Communication:

• For each k = {1, ..., K}, send the vectorized measurements
(yk

t−V :t)
′ = {(yk

t−V )′, (yk
t−V +1)

′, ..., (yk
t )

′} to all other K − 1 sen-
sors.

4. Global Estimate:

• For t′ = t− V, ..., t

(a) For each active node k, create the Huffman tree Hk
t′ to re-

construct the quantized data ỹk
t−V :t.

(b) Using {ỹk
t−V :t, k = 1, ..., K} as the set of measurements ob-

tained for time interval t− V : t, apply a standard particle
filtering algorithm to generate the global state estimates:

i. Importance sampling

– For i = 1, ..., N , sample x̃
(i)
t′ ∼ π(xt′|x(i)

0:t′−1,y
′
0:t′), and

set x̃
(i)
0:t′ = (x

(i)
0:t′−1, x̃

(i)
t′ ).

– For i = 1, ..., N , evaluate the (approximate) impor-

tance weights w̃
(i)
t′ =

p(y′
t′ |x̃

(i)

t′ )p(x̃
(i)

t′ |x
(i)

t′−1
)

π(x̃
(i)

t′ |x
(i)

0:t′−1
,y′

0:t′ )
.

– Normalize the importance weights.

ii. Estimation

– Form a global estimate of the object’s state using a
standard particle filter acting on all measurements
obtained.

iii. Selection

– For k = 1, ..., K, resample with replacement the N
particles {x(i)

0:t′ ; i = 1, ..., N} from the set {x̃(i)
0:t′ ; i =

1, ..., N} according to the importance weights.

iv. Set t′ ← t′ + 1.

5. Go to step 2.

Fig. 4.2 High-level algorithm description of the parallel distrib-
uted particle filter approach.
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4.5 Simulation Example

In this section, we put the proposed distributed particle filter algorithm to the

test. We will first describe the simulation conditions including the network

architecture and object dynamics used in our experiments. We then discuss

how this simulation can be performed using physical hardware.

4.5.1 Network Architecture and Object & Measurement Dynamics

While our algorithm can be applied to a generalized case, we constructed an ex-

ample networking scenario. In our setup, an object travels through the sensor

network of size 128 × 128 metres. The dynamic system of the object’s move-

ment uses a jump-state Markov model [24], described by an initial distribution

p(u0, θ0,x0) and update equations

ut ∼ p(ut|ut−1), (4.1)

θt = θt−1 + c(ut) + vt, (4.2)

xt = xt−1 + m[cos θt, sin θt], (4.3)

where ut ∈ {0, 1, 2} represents the time varying state of the object; that is

continuing straight, making a 0.3 radian left turn or making a 0.3 radian right

turn, respectively. c(ut) represents the angle of turn in radians. The angle of

the motion is represented by θt, which has a Gaussian innovation noise vt. The

object’s position is xt and has a constant velocity m.

The observation equation for node v with position gv is

rv
t = max(‖xt − gv‖(1 + st), 0), (4.4)

where st is a zero-mean Gaussian noise with variance σ2
s = 0.02. This states

that the accuracy of the sensor measurements is proportional to the relative

position of the object in reference to the sensor. This property can be found

in many ultrasonic sensors, as exemplified in [59,60].

The object’s initial position is determined by using a Gaussian distribution

centred at [2, 2] with diagonal covariance entries set to 1. The initial angle

of the object’s motion is also determined by using a Gaussian centred at π/4
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with a variance of 0.01. The object moves at a constant velocity of m = 0.5

metres/second and the innovation noise has a variance of 0.001. The state

probability matrix is

p(ut|ut−1) =

 0.75 0.65 0.65

0.125 0.3 0.05

0.125 0.05 0.3

 .

The sensor network architecture we consider consists of two different types

of nodes. Class B nodes (or sensors), when active, are responsible for taking

measurements related to the object’s position. Class A nodes, which have more

processing power and energy, are responsible for running the particle filters to

track the object. Each class A node is associated with a set of “children” class B

sensors and collects data from these children, if any are active, equally spaced

out from each other. There are 128 uniformly distributed class B sensors

dispersed to take distance measurements. Each of these class B sensors is

associated with exactly one class A node, the one which is located closest to

its position. Figure 4.3 shows an example of one such setup. For the purposes

of this thesis, we will term class A nodes as “nodes”, while referring to class

B nodes as “sensors”.

Under these simulation conditions, there are eight active sensors taking

measurements at every time step, for a duration of 500 time steps. The choice

of the eight sensors used in the network is determined by selecting the closest

sensors from the predicted object’s position. This prediction is made one time

step before of taking the measurement.

The experimentation we conducted uses S = 20 different realizations of a

sensor field and object path. In each study, the algorithm was applied with

REP = 5 different random seeds for initialization. Trials were conducted for

N = {35, 50, 100, 200, 500, 1000} particles. Recall that the number of particles

refers to the number of state trajectories (or particles) that are candidate

representations of the system state. From this setup, there were a total of 100

trials performed for each of the particle sets used.
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Fig. 4.3 Sample tracking area. The x’s are class B sensors, each
which are associated with a class A node, denoted as a square.

4.5.2 Hardware Implementation

To construct such a system, only a few components are required. Class A nodes

can be constructed using a small processor chip and a RF wireless transmit-

ter. Class B sensors can be constructed with a small processor, a wireless

transmitter and a sensor (e.g. ultrasonic range finders). Class A nodes tend

to have a more powerful processing chip than the class B sensors since they

must maintain a particle filter. The processor for the class B sensors is only

responsible for transmission of measurement data that it collects and therefore

does not need a powerful chip.

Communication from both types of classes is performed using different

frequencies. The number of frequencies used will be enough to ensure that

there is no interference with one another.

4.6 Tracking Accuracy

To determine the effectiveness of the tracking algorithm, we need to analyze

the experimental test results. We make this analysis in three phases. The first

will look at the tracking results of the case where a centralized particle filter

is used in this specific simulation scenario. In the centralized particle filter,

all sensor measurements are sent to a common node, where a particle filter

is maintained. The second analysis will then look into results obtained from
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performing the distributed approach only using the described quantization and

encoding procedure. That is, data from the various active class A nodes will

be exchanged at every time step. This is essentially the algorithm using a

vector length of one. Following that, a complete analysis of the algorithm will

be conducted which includes the vectorization procedure.

The tracking accuracy is measured in terms of the mean-squared error

(MSE) values. The MSE is computed by finding the mean-square error between

the true object position and the particle filter-based estimate of the object’s

position. The value is then averaged over a duration of T seconds, with S

realizations of REP trials of this algorithm. Mathematically, the MSE is

defined as

MSE =
1

S

S∑
s=1

[
1

REP

REP∑
r=1

[
1

T

T∑
t=1

‖xt,s − x̂t,r,s‖2
]]

(4.5)

where xt,s is the vector position of the object at time t and x̂t,r,s represents the

particle filter estimate.

4.6.1 Centralized Particle Filter

In our centralized network, we assume lossless encoding was used in order to

preserve the exact data collected by the sensor nodes. Figure 4.4 shows the

MSE results of our trials in the centralized algorithm. In the range of particles

that was conducted, the MSE values averaged around 0.45m2. The MSE value

of 0.45 indicates that the average error in the measurement is approximately

a step size of the object movement. The minor variation of these MSE values

as shown in Figure 4.4 (b) can be accounted for by the randomness attribute

of the particle filter. As a result, for the remainder of the comparison of our

distributed algorithm, we will use this MSE value as a basis of comparison to

determine the effectiveness of the distributed particle filter algorithm.

4.6.2 Distributed Particle Filter with Quantization

Next, we observe the results when we use the distributed particle filter as

described (without vectorization), looking at the experimental results of the

global particle filtering estimates. Figure 4.5 shows the experimental results of

the tracking algorithm using the various numbers of quantization bins. Recall
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(a)
No. of Particles 35 50 100 200 300 500 1000
MSE (m2) 0.5075 0.4745 0.4539 0.4569 0.4598 0.4564 0.4612

(b)

Fig. 4.4 Plot and Table of MSE of the centralized tracking algo-
rithm trial runs using various numbers of particles.

that the number of quantization bins refers to the number of regions that the

current local particle space is divided into in order to create a histogram of

particle distances for measurement encoding. Accuracy similar to the central-

ization scheme is achieved when at least 200 particles are used in the filter

with 8, 16, or 32 quantization bins. At least 500 particles are required for the

4 quantization bins case.

Although it can be observed that in certain cases, the distributed algo-

rithm produces better MSE results than the centralized case, it is erroneous

to conclude that the distributed particle filter is a more accurate algorithm.

The reason the distributed case can produce better results is due to the fact

that the particle filter uses many random numbers. Depending on the numbers

generated, the results can be affected for better or for worse.

The discrepancy between the MSE results of the distributed and central-

ized cases can be attributed to the loss in accuracy due to the quantization

stage. Quantization effectively rounds the measurements values to the nearest

bin representation. As a result, the more quantization bins that are used, the

more accurate the encoded measurement values become because each bin will
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Fig. 4.5 Comparison of MSE results for the centralized case and
various distributed cases with the proposed quantization and en-
coding scheme. Reasonable accuracy is obtained for when at least
200 particles for 8, 16, 32 quantization bins tested and at least 500
particles for 4 quantization bins.

represent a smaller region. As the number of bins increases toward infinity, the

MSE results should converge towards those of the centralized case. This is be-

cause having an infinite number of bins is effectively equal to not quantization

the measurements. Unfortunately, the results of Figure 4.5 do not confirm this

statement at low particle numbers. This is probably due to the fact that since

the MSE is an average value, the results in the plots do not necessarily give

an accurate representation on how each individual trial performed. A single

trial might have completely lost track of the object, therefore producing an

extremely high MSE value. This can alter the MSE to give a false sense of

the performance of individual trials. Therefore, it may be more beneficial to

evaluate how successful the algorithm performs every time it is executed.

For the purposes of these experimentations, we define a lost track to be the

trials which have a mean square error (MSE) of 15 or greater. This number

is rather arbitrary, but does for the most part give an accurate representation

of a track being lost. In some of the trial runs, the object’s track may have

been considered temporarily lost meaning that the filter loses track of the

object for a brief moment in time before relocating it. Here, we will define a
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temporarily lost track as inaccurately tracking the position of the object for a

short period of time. Mathematically, we define temporarily lost tracks as trial

runs which have a MSE ∈ [5, 15). Again, for most cases, this range provides a

good indication whether objects have been temporarily lost. For the purpose

of illustrating how well the algorithm works, these definitions are adequate

enough.

No. No. bins Centralized
Particles 4 8 16 32

35 3/1 3/0 0/0 3/1 0/0
50 1/0 3/0 1/0 0/0 0/0
100 1/0 0/0 1/0 0/1 0/0
200 0/0 0/0 0/0 0/0 0/0
300 1/0 0/0 0/0 0/0 0/0
500 0/0 0/0 0/0 0/0 0/0
1000 0/0 0/0 0/0 0/0 0/0

Table 4.1 Percentage of lost tracks/temporarily lost tracks in the
distributed particle filter algorithm with the proposed quantization
and encoding scheme using various numbers of quantization bins
and particles.

Table 4.1 shows the percentage of lost tracks and temporarily lost tracks

that were obtained in our trial runs using various sets of particles and quan-

tization bins. It is with this table that the spikes in Figure 4.5 can be better

explained. The points on the figure which represent trial runs which average

greater than approximately 0.5 MSE contain runs with either lost track(s) or

temporarily lost track(s). Unfortunately, the height of the spikes does not nec-

essarily indicate the frequency of the number of lost runs. For example, the

distributed case with 4 quantization bins at 100 particles has a spike to about

an MSE of 3, but this is accounted for by only 1 lost track. At 50 particles

in the distributed case with 8 quantization bins, there are 3 lost tracks, yet

the MSE value is under 2. It should be noted that a lost track can have var-

ied MSE results as some lost tracks can have values that are extremely high

(> 1000) and some can have lower values such as 20.

Before jumping to conclusions whether MSE values of 2, 5 or even 10 are

acceptable, one needs to consider the practical use of this object tracking

algorithm. Depending on its function, it may be acceptable to allow slightly
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(a)

(b)

Fig. 4.6 MSE results of the parallel distributed particle filter
tracking algorithm using various numbers of particles (a) MSE re-
sults using 8 quantization bins (b) MSE results using 16 quanti-
zation bins. At 16 quantization bins, the algorithm is effective for
vector lengths up to 8 for 200 particles and 10 for 300 particles.

higher MSE values, such as some tracks where the object is temporarily lost.

4.6.3 Parallel Distributed Particle Filter

Next, we analyze the effect the vectorization scheme has on the tracking algo-

rithm. Recall that the vectorization scheme saves the quantized measurement

values for a few time steps before transmitting them to all other nodes. This

means that the same set of active sensors will have to take measurements for

the entire duration of the vectorization process. As a result, it is not necessarily

true the set of active sensors are always the closest sensors to the object.

Figure 4.6 shows the MSE values of the trial runs using a various numbers

of particles with 8 (subfigure (a)) and 16 (subfigure (b)) quantization bins. It

is obvious that the algorithm performs better using 16 quantization bins. With

this bin scenario, reasonably accurate results are obtained for vector lengths

up to at least 8 for the various number of particle sets used in the experiment.
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Vector No. Particles/Bins
Length 200/8 200/16 300/8 300/16 500/8 500/16

1 0/0 0/0 0/0 0/0 0/0 0/0
2 0/0 0/0 0/0 0/0 0/0 0/0
3 0/0 0/0 0/0 0/0 0/0 0/0
4 0/1 0/0 1/0 0/0 0/0 0/0
5 3/0 0/0 3/0 0/0 2/0 0/0
6 3/0 1/1 2/1 1/1 0/0 0/0
7 4/2 0/0 3/1 0/1 2/0 0/0
8 6/2 0/0 6/0 0/0 6/1 0/0
9 8/1 1/0 10/0 0/0 8/0 1/0
10 8/1 1/0 4/0 0/0 5/4 0/0

Table 4.2 Number of lost tracks/temporarily lost tracks for the
parallel distributed particle filter trial runs using various quantiza-
tion bins and vector lengths.

In fact, when using 300 particles, accurate results were obtained for vector

lengths up to 10. There is also very minimal loss of objects for all trials with

the various particle sets used at this quantization level of 16 bins. The lost

track results are outlined in Table 4.2.

The MSE results of our PDPF algorithm are comparable to the centralized

case, which is indicated on the plots as having vector length of 0. Vector length

1 is just quantization/encoding without any vectorization. These results indi-

cate that in an application where an estimate is not needed at every time step,

vectorization can be used without incurring a substantial penalty in tracking

accuracy. Of course, these results are specific to the reported tracking scenario.

In the reported simulation, the set of active class B sensors are only changed

after communication is exchanged between class A nodes. This means that

measurements become more unreliable as the vector length increases, because

the object is likely to be further away from the sensors.

When comparing the relative importance between the number of particles

and the number of quantization bins used in the filter, it seems apparent that

varying the number of particles has a greater impact on the results. Figure

4.7 displays the tracking error results for a specific tracking scenario using

500 particles and 16 quantization bins. An analysis is made between the

centralized particle filter, the global distributed particle filter and the local
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Fig. 4.7 Comparison of MSE results for the global and local par-
allel distributed particle filter, and for the centralized particle filter
for various vector lengths using 500 particles and 16 quantization
bins. Under these conditionals, the global particle filter produces
very similar results to the centralized case for vector length up to
8.

distributed particle filter estimates. Note that for comparative purposes, the

local MSE values are formed by computing the average MSE values of all active

nodes. In the simulations, the MSE of local estimates are only slightly larger

than the global estimates. This can be accounted for by the fact that each

of those active local particle filter utilized less than eight sensor node, thus

getting an estimate which is not as accurate as compared to the other two.

Nevertheless, should an object state estimation be required during the period

when a vector’s length time has not elapsed, a local estimate can be still be

used as a temporary value without too much loss in accuracy.

4.7 Communication Costs

The results of the previous section indicate that our distributed algorithm

produced comparable tracking accuracy to the centralized scheme. Recall

though, that the goal of our algorithm is to minimize the communication cost

while maintaining reasonable accuracy. Now that we have determined that
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the scheme can produce relatively accurate tracking results for various simu-

lated scenarios, we next look at the communication costs needed to run this

algorithm.

The communication costs are evaluated in terms of the number of bits

transmitted into the network by active class A nodes. We neglect the cost

required to obtain data from class B sensors because this cost is equal for both

the centralized and distributed case. Note that in our analysis, we neglect the

costs associated with relaying data because the average number of relays for

both the centralized and distributed case in our experimental setup is similar.

In fact in our specific sensor network scenario, it is reasonable to assume that

the transmitted data can be broadcasted, and therefore not requiring any

relaying of information by any nodes.

4.7.1 Centralized Particle Filter

In the centralized scheme, the number of bits transmitted into the network by

active class A nodes is determined by the size of the packets that are sent out.

The overhead for these packets is four bytes long - one byte for each of the

source and destination addresses, one byte to describe how to read the payload

(e.g. determine how many measurements are encoded) and one byte for the

CRC. On average, it was determined that 2.5 class A nodes are active at any

given moment. There are a total of eight measurement data transmitted, each

represented by 16 bits. As a result, the average number of bits transmitted

per time step in this scenario is 208 bits.

4.7.2 Distributed Particle Filter with Quantization

The overhead cost associated with the distributed particle filter with quantiza-

tion is different as compared to the centralized case. An extra byte is required

to help describe the variable length of the quantized/encoded measurement

values. The header structure therefore consists of a one-byte source address,

a one-byte destination address, a two-byte field to describe how to read the

payload and quantized value, and finally a one-byte CRC field. Figure 4.8

(a) shows the effectiveness of the quantization/encoding scheme in terms of

the average number of transmitted bits sent by active class A nodes into the

network at any given time step. The figure shows that the more quantization
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bins that are used, the greater the number of bits is transmitted. The use

of a larger number of quantization bins appears to increase the average cost

by about one bit per measurement, as shown in Figure 4.8 (b). This can be

explained by considering the Huffman tree size, since increasing to the next

bin level (i.e. increasing the value to the next power of 2) effectively adds one

more level to the Huffman binary tree. Figure 4.8 (c) shows the change of

transmitted bits as the number of particles is varied at 16 quantization bins.

As the number of particles used increases, a smaller number of bits is required

for transmission. We can speculate that this is due to the fact that as more

particles are used, a more accurate set of particles is obtained. This in turn

translates to a Huffman encoding that uses a smaller number of bits since the

measurement data is most likely in a bin of high density.

4.7.3 Parallel Distributed Particle Filter

When vectorization is considered, the packet overhead cost again slightly dif-

fers from distributed particle filter case since an additional one byte overhead

is needed to describe the length of the vector of the packet. This means that

the packet overhead will consist of a six-byte header – one byte source address,

one byte destination address, three-byte field to help decode the payload, and

finally a byte for the CRC field.

We observe in Figure 4.9 with the condition of 500 particles and 16 quan-

tization bins that vectorization generates a substantial savings in the average

number of bits transmitted. As the vector length increases, the bits savings

also increases. For example at vector length 8, the savings increases to ap-

proximately at 75% as compared to the centralized case. This is due to the

fact that communication between class A nodes occurs only once every period

T . With this period of T , there are b(T −1) packet overhead bits saved, where

b is the number of bits per header. Effectively, we are saying that only one

header is needed for the entire vector length.

In the centralized case, we assume the bulk of communication required in

the network is from each individual class A node to the central fusion node.

If there are m active class A node that transmit n quantized measurements

bits, the communication cost is O(m(n + b)) per time step. In the distributed

case with quantization and vectorization, the required number of transmitted
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(a)
4 bins 8 bins 16 bins 32 bins

500 particles 112.0 118.1 125.8 133.8
(b)

No. of Particles
35 50 100 200 300 500 1000

16 bins 135.4 133.0 129.5 127.4 126.6 125.8 125.0
(c)

Fig. 4.8 (a) Plot of the average number of transmitted bits per
time slot in the network from class A nodes using the distributed
particle filter using only the proposed quantization and encoding
scheme. (b) Table of average number of bits transmitted per time
slot at 500 particles with varying number of quantization bins. (c)
Table of average number of bits transmitted per time slot at 16
quantization bins with varying number of particles.

bits is O(m(n + b/T )). As T grows, the number of transmitted bits tends to

O(mn).

4.8 Computational Costs

The parallel distributed particle filtering algorithm presented here is inher-

ently more computationally expensive than the centralized approach because

a particle filter must be maintained at multiple nodes. The maintenance of



4 Parallel Distributed Particle Filter 62

Fig. 4.9 Plot of the average number of transmitted bits per time
slot in the network from class A nodes using the parallel distributed
particle filter algorithm for various vector lengths for 500 particles
and 16 quantization bins. The centralized scheme assumes 16-bit
values are sent.

each of these particle filters also requires more computation, because there is

the extra quantization and encoding procedure. In our experiments, the dis-

tributed particle filter at any class A node required roughly between 1.25−1.5

times the computation of a standard particle filter. This includes the encoding

procedure, which required approximately 1
4

of the time of the particle filter.

Overall, we can assess that the computational costs of the PDPF is higher

than that of a centralized algorithm, but is worthwhile since the communi-

cation costs have been substantially lowered. It should also be noted that

energy costs related to computation is significantly less than the costs associ-

ated with communicating information in a network. In the context of a sensor

network, this is very important as the network lifetime can be increased with

the modifications presented.

4.9 Comparison with Other Schemes

We saw that the distributed particle filter scheme requires less energy than

a centralized particle filtering approach to perform their respective particle
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filtering operations. Not only is our distributed particle filter scheme more

favourable than the centralized particle filter in this respects, but the al-

gorithm is also communicationally more advantageous compared with other

schemes proposed in literature. For example, in the distributed method with

a changing leader node, as described in [46], their algorithm has a reduced

communication cost compared to a centralized particle filtering algorithm as

the leader node will poll a set of fairly local sensors to the object. This scheme

is quite comparable to the information exchange required in our vectorized

particle filtering scheme. However, the advantages of this scheme are quickly

eliminated when particle information is exchanged to the new node.

In the query-response distributed method in [49], each query and each

response requires the communication of p particles. This means at any given

time, the O(q · bm) bits are transmitted, where q is the number total number

of query-response made and bm is the number of bits required to send the

p particle information. We can assume that m � q since the query-response

communication requires communications between pairs of nodes while the class

A nodes broadcasts their information to other nodes. The number of bits that

must be used to send the p particles would most likely be greater than the

length of the vector. This consequently indicates our proposed vectorized

algorithm requires lower bandwidth, since a sufficient number of particles are

needed to represent the state.

The scheme of [48] shares at each time step the parameters of a Gaussian

mixture approximation of the particle set. This requires O(cm(ng + b)) bits,

where c represents the number of Gaussians in the mixture, and ng repre-

sents the number of bits required to encode the mixture parameters. Whether

this approach involves a smaller communication overhead depends on whether

state dimension is small compared to data dimension (per time step) and

whether the Gaussian mixture approximation is reasonably efficient. In our

simulation scenario, the dimensions are comparable (8 measurements, 4 state

components), so transmitting compressed, encoded data is much more efficient.

However, if the data were images from a camera, then modelling the distri-

bution of the state using a mixture of Gaussians or another approach would

probably be preferable to the data encoding procedure we have proposed here,

because the data dimension is so large.
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4.10 Variation: PDPF with One Active Class A Node

As a variation to our PDPF algorithm, we can modify our algorithm to fur-

ther minimize the communication costs if only one class A node is active at

any given moment. Recall that in our proposed PDPF algorithm, the closest

class B sensor to the object’s project position is activated to take measure-

ments. The class A nodes associated with these selected class B sensor are

consequently activated. It is possible that three or four of the class A nodes

are activate at any given time. This can be a waste of energy and resources.

Our proposal here is to activate the eight associated class B sensor belonging

to that one particular class A node that is activated so that there isn’t the

need to use multiple class A nodes.

4.10.1 Algorithm

In this setup, there is no longer a need to maintain a local and global par-

ticle filter since measurements are only taken at one local node at each time

step. When the measurement data is quantized, encoded, and vectorized, this

information can be distributed to all other nodes to update their filtering in-

formation. A high level algorithm is shown in Figure 4.10.

1. Initialization, t = 0

• Initialize the particle filter of each sensor k = 1, ..., K by equat-

ing the random seeds to ensure they all match.

• For each sensor k = 1, ..., K

– For i = 1, ..., N particles, sample x
(i)
0 ∼ p(x0).
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2. Particle filtering process at leader node:

• Set t← t + 1.

• For the length of the vector v = 1, ..., V and closest sensor k:

(a) Quantization and encoding:

– For i = 1, .., N , sample x̃
(i)
t ∼ p(xt|x(i)

0:t−1).

– Calculate expected values of measurements
g

(i)
t = E(y

(k)
t |x̃

(i)
t ).

– Create a histogram of the g
(i)
t values with h equal bins

encompassing the range of values [min(gt), max(gt)],

where gt = [g
(i)
t , i = 1, ..., N ].

– Use the histogram to form a Huffman tree Hk
t and en-

code the quantized measurements ỹk
t .

(b) Particle Filter

i. Importance Sampling

– For i = 1, ..., N , sample x̃
(i)
t ∼ π(xt|x(i)

0:t−1,y
′
0:t), and

set x̃
(i)
0:t = (x

(i)
0:t−1, x̃

(i)
t ).

– For i = 1, ..., N , evaluate the (approximate) impor-
tance weights

w̃
(i)
t =

p(y′
t|x̃

(i)
t )p(x̃

(i)
t |x(i)

t−1)

π(x̃
(i)
t |x(i)

0:t−1,y′
0:t)

.

– Normalize the importance weights.

ii. Estimation

– Form an estimate of the object’s state using a stan-
dard particle filter acting on all measurements ob-
tained with their associated weights.

iii. Selection

– For k = 1, ..., K, resample with replacement particles
{x(i)

0:t; i = 1, ..., N} from the set {x̃(i)
0:t; i = 1, ..., N}

according to importance weights.

3. Network Communication:

• For each k = {1, ..., K}, send the vectorized measurements
(yk

t−V :t)
′ = {(yk

t−V )′, (yk
t−V +1)

′, ..., (yk
t )

′} to other K-1 sensors.

• Each node k can now decode the data and compute the exact
estimate using Step 3.

4. Go to step 2.

Fig. 4.10 High-level algorithm description of the distributed par-
ticle filter that uses the leader node approach.
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Fig. 4.11 Sample tracking area using a prearranged class B place-
ment. The x’s are class B sensors which are associated with the class
A nodes, denoted as squares.

4.10.2 Simulations

When the class B sensors were distributed in a random fashion, (i.e. the same

conditions as were used in the PDPF), this new modified algorithm did not

give comparable results. This is due to the fact that since each class B sensor

is associated with the closest class A node, we cannot guarantee that exactly

eight sensors are associated with each class A node. Since nodes had access

to fewer measurements, the tracking performance was poorer. In order to

perform a fair comparison, we adopt a sensor configuration with all class B

arranged uniformly to provide the best coverage of the region, as previously

seen in Figure 4.11. With this configuration, eight sensors are associated with

each class A node and eight measurements are available at each time step.

Tracking Accuracy

Again, we will perform an analysis on this algorithm similar to that with the

PDPF. However, since the node configuration is now different, we need to

recompute the MSE values of the centralized case. The results are shown in

Figure 4.12. Compared to the random configuration of class B sensors, this

arrangement has slightly lower MSE values. This is most likely accounted

for by the fact that every position in the sensor network has very similar
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sensor coverage which provides for a more consistent result. The consistency

translates into slightly better MSE values because there is less chance that a

sensor with less accurate readings (i.e. in a position farther away from the

object) is used to make measurements.

(a)
No. of Particles 35 50 100 200 300 500 1000
MSE (m2) 0.4805 0.4717 0.4502 0.4470 0.4282 0.4348 0.4240

(b)

Fig. 4.12 Plot and Table of MSE of the centralized tracking al-
gorithm trial runs using various numbers of particles using the pre-
arranged class B sensor placement.

Distributed Particle Filter with One Active Node

When comparing the one active class A node distributed algorithm with quan-

tization and encoding scheme with that of a centralized network, we note er-

ratic results when less than 300 particles are used. With at least 500 particles,

the algorithm was able to produce very comparable results to that of the cen-

tralized case. Figure 4.13 shows the results of the investigation.

The percentage of lost tracks (Table 4.3) was also significantly higher when

the number of particles is low. However, when at least 500 particles are used,

very good results are produced.
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(a)

(b)

Fig. 4.13 Comparison of MSE results for the centralized case
and the leader node distributed approach with the proposed quan-
tization and encoding using various numbers of quantization levels.
Reasonable accuracy is obtained for at least 300 particles when 32
quantization bins are used and at least 500 particles for 4, 8 and
16 quantization bins. (a) Shows the MSE results for the various
number of particle sets used. (b) Shows a zoomed in version of plot
(a).
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No. No. bins Centralized
Particles 4 8 16 32

35 11/5 10/5 8/3 10/2 0/0
50 8/4 8/6 8/7 10/4 0/0
100 10/2 9/5 9/4 8/5 0/0
200 8/2 9/3 8/7 8/4 0/0
300 0/0 1/0 1/0 0/0 0/0
500 1/0 0/1 0/0 0/0 0/0
1000 0/0 0/0 0/0 0/0 0/0

Table 4.3 Percentage of lost tracks/temporarily lost tracks in the
leader node distributed approach with the proposed quantization
and encoding scheme using various numbers of bins and particles.

Vectorized Distributed Particle Filter with One Active Node

When the vectorization scheme is added to the distributed algorithm, results

indicate that vector lengths of at least 9 can be used with reasonable accuracy

with 500 particles and 8 bins or higher. With an increase in vector length,

the general trend is for the MSE value to rise, albeit not substantially in the

range of the plot shown. The increase in MSE could be accounted by the

object moving away from the sensor nodes, for the most part. This movement

results in sensor measurements having a greater noise factor and thus poorer

performance. Table 4.4 shows the number of lost track in this scenario.

In Figure 4.15, the centralized MSE results are compared with the distrib-

uted scheme of 500 particles with 8 and 16 quantization bins. The distributed

algorithms both produced slightly larger MSE value than the original central-

ized particle filter in these cases. This is to be expected as the quantization

effect can reduce the accuracy level. Despite the discrepancy, the MSE is not

substantially different in the case of 16 quantization bins up to vector length

of 9.

4.10.3 Communication Costs

The results of the previous section indicate that our distributed algorithm

produces comparable tracking accuracy to the centralized scheme. Let us now

briefly analyze the communication costs of this one active class A node case.

When considering only the quantization and encoding stage, this distrib-
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(a)

(b)

Fig. 4.14 MSE results of the leader node approach with quanti-
zation and vectorization using various numbers of particles (a) MSE
results using 8 quantization bins (b) MSE results using 16 quanti-
zation bins. With 500 particles, the algorithm achieves reasonable
results at both 8 and 16 quantization bins.

uted algorithm compares to the centralized case as shown in Figure 4.16. As

expected, there is substantial savings in terms of communication costs, as also

seen with the regular PDPF. The difference is that the number of transmitted

bits per time slot in the PDPF was slightly higher as there were on average

2.5 class A nodes active and transmitting at any given time instant. In this

case, only one class A node is active and this accounts for the savings.

When we consider the vectorization scheme, we observe in Figure 4.17 that

vectorization generates a substantial savings in the average number of bits

transmitted, similar to that displayed in the original PDPF but lower in value

due to only one class A node being active at any given time.

4.10.4 Computational Costs

The algorithm here will have similar computational costs to that of the PDPF.

The main saving is due to the fact that there is no need to maintain two particle
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Vector No. Particles/Bins
Length 200/8 200/16 300/8 300/16 500/8 500/16

1 9/0 8/2 1/0 1/0 0/0 0/0
2 8/1 7/3 0/1 0/1 0/0 0/0
3 7/2 9/2 1/1 1/0 0/0 0/0
4 8/2 8/3 2/0 0/0 0/1 0/0
5 8/2 8/1 0/1 1/0 0/0 0/1
6 6/3 7/4 0/2 1/0 0/0 0/0
7 6/3 6/5 2/1 0/0 0/1 0/1
8 8/1 8/1 0/0 1/0 0/0 0/0
9 8/4 9/4 8/4 7/4 0/3 0/0
10 9/4 9/5 6/7 6/5 2/0 2/0

Table 4.4 Number of lost tracks/temporarily lost tracks for the
leader node approach with quantization and vectorization using var-
ious quantization bins and vector lengths.

Fig. 4.15 Comparison of MSE results for the leader node ap-
proach with quantization and vectorization and the centralized par-
ticle filter for various vector lengths using 500 particles with 8 and
16 quantization bins. We notice that the leader node approach pro-
duces similar results to that of the centralized algorithm but not
as accurate. As the vector length increases for either distributed
experiment, the accuracy decreases.



4 Parallel Distributed Particle Filter 72

(a)
4 bins 8 bins 16 bins 32 bins

500 particles 63.7 60.0 67.7 75.7
(b)

No. of Particles
35 50 100 200 300 500 1000

16 bins 78.1 74.6 71.1 69.9 68.6 67.7 66.7
(c)

Fig. 4.16 (a) Plot of the average number of transmitted bits per
time slot in the network from class A nodes using the leader node
approach with quantization and vectorization. (b) Table of average
number of bits transmitted per time slot at 300 particles with vary-
ing number of quantization bins. (c) Table of average number of
bits transmitted per time slot at 300 particles with varying number
of particles.

filters for active nodes. Since only one class A node is active at any given

moment, that node uses the one particle filter it has for both the encoding and

to update the particle filter. An explicit local particle filter is not needed as a

result to handle a subset of measurements.

As a network in general, the computational cost is lowered since only one

class A node is maintaining a real-time particle filter, compared to 2.5 nodes

in the PDPF case.
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Fig. 4.17 Plot of the average number of transmitted bits per
time slot in the network from class A nodes using the leader node
approach with quantization and vectorization for various vector
lengths for 500 particles and 16 quantization bins. The central-
ized scheme assumes 16-bit values are sent.

4.11 Overall Assessment of PDPF

Given the simulation results, the parallel distributed particle filter described

here significantly reduces the communication costs. The quantization/encoding

scheme that was proposed was effective at reducing the costs to send the data

to other nodes. The scheme actually reduces the number of bits required to

represent one measurement to anywhere from one to five bits in our scenario.

The vectorization scheme even provided more savings in communication costs.

With a large vector length, savings of 75% or higher could be achieved.

While the global MSE results are slightly higher in value in comparison

to a centralized particle filtering scheme, the tradeoff with the communication

costs is worthwhile. Communication costs have been dramatically reduced. If

a query is made on the location of the object during the intervening time when

only local estimates are calculated, this estimate is still adequate enough to

give a reasonable accurate result. However, the goal is to use the algorithm

when the query rate is equal to the vector length.

The only drawback to this algorithm is that the computation of the algo-
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rithm may be slightly higher than that of the centralized case, since multiple

particle filters must be computed and maintained. However, because of the

energy costs were distributed throughout the network so as not to drain the

power of any specific nodes in the sensor network, the concentration of energy

consumption was along the path of the object locations throughout the trial.

This allows for the network to last longer as the energy of the same nodes are

not being consistently drained. Furthermore, costs associated with communi-

cations tend to be higher than costs associated with computational work, and

therefore it is quite advantageous to have such a scheme.

With the variation of the PDPF having only one active class A node at

any given time, the algorithm seems to produce better results than the original

PDPF. However, this is only the case if eight class B sensors are associated

each class A node. Therefore, it is not really fair to make a direct comparison

of the results shown. Nevertheless, it is a viable option to consider depending

on the application of the tracking algorithm. The difficulty is ensure that the

class B sensors have a distribution as described here. As indicated previously,

often the deployment of the nodes and sensors cannot be exactly determined

due to the conditions of the region of interest.

The algorithm presented nevertheless produced significant innovation in

terms of reducing communication costs and decentralizing the algorithm that

makes it worthwhile and promising distributed algorithm. The two key novel-

ties of our quantization/encoding method and vectorization scheme provided

this savings. Note that the reporting results are specific to the networking

architecture and simulation conditions presented, however the overall concept

should still perform well in other similar context.
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Chapter 5

Locally Distributed Particle

Filter

In the previous chapter, we proposed a method whereby particle filters reside

on multiple nodes, each maintaining a common particle filter in order to track

an object. However, despite the success, the parallel distributed particle filter’s

major burdens come in the form of data fusion of the measurements and the

computational costs within each mote. Data fusion is necessary since the basic

particle filter algorithm requires the sensor measurements and particle filter

information in order to track an object.

In this chapter, we examine another form of a distributed algorithm us-

ing an alternative method described in Chapter 3 to minimize communication

costs. The proposal we consider is to maintain subsets of particles at multi-

ple nodes. This can lead to allowing a particle filter to reside on each node,

functioning independently by using only its own particles and sensor mea-

surements. In such a scheme, the high computational costs associated with

processing all of the particles is distributed amongst many nodes, therefore

reducing the energy burden of a single mote. To help keep costs even further

down, a scheme should be devise for the filter to only use local sensor measure-

ments since a particle filter can run independently of other nodes. With this

latter step, there would no longer be a need to collect all sensor measurements

at one location. The sensor network can therefore be active for a longer pe-

riod of time, increasing its lifetime as compared to a setup using a centralized

scheme. In this chapter, we explore the issue of distributing particles amongst
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several nodes in order to devise a detailed particle filtering scheme which can

reduce the costs of running a filter in a sensor network.

5.1 Proposed Solution

In order to devise a particle filtering scheme that would run based on the dis-

tribution of particle subsets amongst several nodes, we need to analyze the

steps of the particle filter which require a collection of particle filter informa-

tion and/or measurement data at one location. According to the four step

procedure of the particle filter, as described in Section 2.1.4, steps 2, 3 and 4

have to be reviewed.

In the Importance Sampling step (step 2), the update stage requires the

availability of all particle filter information and measurements values in the

networks to evaluate the weight of each particle. The weight is computed using

the likelihood of that particle state being generated from the measurement data

collected in the system. In the situation where we wish to avoid the fusion

of measurement data at one node to perform this calculate, the likelihood

function can be approximated using a pseudolikelihood function [61]. The

idea to the pseudolikelihood is that a function acting like the likelihood can

be obtained without the explicit knowledge of the entire measurement set of

the system. Instead, an implicit knowledge of the measurement values of non-

local measurements could be utilized. In order for this to work, the networking

conditions and system models surrounding the object tracking scenario in the

sensor network must right. As a result, the update step can be modified to run

independently of the non-local measurement if a suitable likelihood function

can be obtained.

In step 3, object estimation is performed. The object estimation value is

computed by using a weighted sum of all particle values. While the particles

can be independently maintained using local particle filters at each node, the

entire set of particles in the network is still required to formulate an estimate.

In order for this to occur, as discussed in Chapter 3, there are a few methods

that can be employed. For example, a tree-structure can be used to perform

a weighted summation of the particles values and weights. Alternatively, a

global transceiver can also be used to perform this function. The best solution

for this task, however, depends on the exact networking conditions.
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In step 4, resampling is needed to ensure that the variance of the particle

sets is not high. In this setup, as the subsets of particles are maintained at

individual nodes, a local resampling procedure should be invoked to keep the

communication costs low. Local resampling is performed using only the local

particles and their associated weights and therefore has no added transmission

costs. This is sufficient in most cases since the particle sets are maintained

independently of other nodes. However, a global resampling step may be

needed periodically to ensure the entire set of particles in the network does

not have a high variance. The set of particles in the network are collectively

used to compute the object’s state estimation and therefore it is also important

that the variance of the entire particle set is not high in order to properly track

the object. Since each local resampling procedure modifies the weights of its

local particles, their normalization constants have to be considered in order to

perform a global resampling. Taking into account the normalization constants

used in each individual node will allow the proper weights of the particles in

relation to other particles maintained at other nodes to be computed. Thus,

global resampling requires the aggregation of the normalization factors and

particle weights from each individual node. Aggregation can be performed

using any of the methodology proposed for estimation, since the general steps

for both procedures are similar.

In summary, we have described a framework for creating a distributed par-

ticle filtering algorithm based on maintaining subsets of particles at individual

nodes to reduce communication costs due to the exchange of particle informa-

tion. We now outline a tracking algorithm in a sensor network based on the

proposed modifications to the particle filter.

5.2 Algorithm

In the initialization stage at time t0, all motes are activated. Each mote

is allotted the same number of particles with each particle given the mote’s

position, x0, as its initial value. The weights of all particles are set to one.

At each time step, every active node then propagates their particles. As

each mote is responsible for a specific range of state values (i.e. specific par-

ticle positions) in the sensor network, the mote determines whether any of

their propagated particles have states (i.e. position values) that has left their
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range of responsibility. If so, the mote responsible for the range in question is

activated and the particle is consequently sent to that mote. Any motes that

are no longer responsible for any of the particles maintained in the network

are shut off.

In the update step, measurements are taken by the sensors of the active

nodes. The likelihood (or pseudolikelihood) is then computed in order to

evaluate the weights of the particles. Note that the likelihood function of the

local particle filters must produce results that are similar to that of a global

likelihood using entire sensor measurement data collected in the network, so

that maintaining independent particle filters is valid. Estimation then can be

performed using some aggregation process. Finally, local resampling can be

invoked at each individual node, reacting only on particles within each local

node. Periodically, global resampling is performed in order to keep the variance

of the entire particle set of the network low.

A brief high level summary of the locally distributed particle filter algo-

rithm is shown in Figure 5.1.

5.3 Simulation Example

We present an example network scenario which can utilize this algorithm.

The network architecture and system conditions are first discussed. The type

of hardware that is required to run this sensor network then is explained. A

specific algorithm is then present describing how to devise a likelihood function

which meets the criteria of this algorithm, as well as a discussion on how

estimation and resampling is performed.

5.3.1 Network Architecture and Object & Measurement Dynamics

In this sensor network architecture, we only consider one type of node. This

node has all the computational power, sensory and communication devices

needed onboard. The observations are non-linear functions of the object state.

The object dynamics and measurements will be similar to those seen in the

previous chapter. The object dynamics can be described by a jump Markov

model [24], as in the PDPF, by the initiation distribution p(u0, θ0,x0) and the

update equations
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1. Initialization, t = 0

• For each mote k = 1, ...K, activate and initialize some particles
with value of the mote position. Each particle is given a weight
of one.

• Set t← 1.

2. Propagation:

• For each active mote, propagate its particles x̃
(i)
t ∼ p(xt|x(i)

0:t−1).

• For each propagated particle, determine if the value of the par-
ticle has left the current motes’ responsibility region. If so, acti-
vate the mote responsible for particles of this value and transmit
the particle to that mote.

• For each active mote that is no longer responsible for any par-
ticles, deactivate.

For each active mote:

3. Update:

• Update the weights of all particles w̃
(i)
t =

L(yt|x̃t)p(x̃
(i)
t |x(i)

t−1)

π(x̃
(i)
t |x(i)

0:t−1,y0:t)
.

4. Estimation:

• Perform a weight summation of the particle values with their
weights in order to form the estimate of the object’s position.

5. Local Resampling:

• For each active node, perform local resampling using its own
particles and weights.

6. Global Resampling:

• If t = nT (where T is the period where resampling occurs),
a global resampling procedure is invoked where aggregation of
local normalization costs is performed.

7. Set t← t + 1. Go to Step 2.

Fig. 5.1 High-level algorithm description of the distributed par-
ticle filter that maintains subset of particles at several nodes.
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ut ∼ p(ut|ut−1), (5.1)

θt = θt−1 + c(ut) + εt, (5.2)

xt = xt−1 + m[cos θt, sin θt], (5.3)

where ut ∈ {0, 1, 2} represents a discrete motion state of the object (continuing

straight, making a 0.3 radian left turn or making a 0.3 radian right turn,

respectively). c(ut) represents the angle of turn in radians. The angle of the

motion is represented by θt, which has a zero-mean Gaussian innovation noise

εt of variance 0.001. The object’s position is xt and has a constant speed

m = 0.5. The update probability matrix for the discrete state is

p(ut|ut−1) =

 0.75 0.65 0.65

0.125 0.3 0.05

0.125 0.05 0.3

 .

Let {rt, t = 1, 2, ...} denote a discrete-time Markov chain with a finite set

of states and known transition probabilities. The object dynamics can be

modelled as:

xt+1 = A(rt+1)xt + B(rt+1)ηt+1 + F (rt+1)ut+1 (5.4)

where ut denotes an exogenous input and ηt is an independent white Gaussian

noise sequence. The term rt model the direction the object is moving in (in

one of three directions: straight, left-turn, right-turn) and xt represents the

position.

Each sensor has a detection radius of 8 metres and a probability of detection

pd = 0.7. We do not model any errors in communication. We use a variable

communication radius for propagation of particles, which is substantially larger

than the region of motion determined by the dynamic model. This variation is

related to the mote density to ensure that the radius is large enough to reach

neighbouring motes.

In the simulations, a mote is activated whenever it is required to make a

measurement. The activation will persist for 5 time intervals from the time it

received its last activation messages. This determines the set of active motes
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at any given time instant. A subset of these motes will maintain particles.

5.3.2 Hardware Implementation

Each mote has a microprocessor and adequate memory in order to maintain a

particle filter. Each of these nodes is equipped with a binary proximity sensor.

These sensors are capable of detecting the presence of an object in a specific

region. Furthermore, the sensors have a false-alarm rate, which describes the

probability that a false reading can be reported when the object is not within

range.

To prolong the lifespan of the network, optical line-of-sight communica-

tion will be use. This type of communication uses much less energy than

radio-frequency wireless transmission and thus is very attractive. Power re-

quirements of these motes can further be reduced by using an external querying

transceiver, consisting of steerable lasers and a directionally sensitive optical

receiver array, by reflecting light in a controllable fashion for long-range com-

munication.

Our network thus consists of sensor nodes equipped with a binary proximity

sensor, a controllable reflective device for communication with a global query-

ing transceiver, and a low-power laser and direction-sensitive optical receivers

for communication. Figure 5.2 shows the main properties of the network ar-

chitecture.

The communication to neighbouring nodes works by using the guidable

low-power laser, which can be pointed in one of eight directions. Each mote

transmits at a different wavelength to ensure there is no interference of data

between neighbouring nodes. Each mote also has an optical receiver to deter-

mine the direction of the incident communication. Again, this communication

can be detected to within one of eight directions, each covering a forty-five

degree angle. The communication transmitted by each node is restricted to

a specific region of the sensor field, as shown in Figure 5.3. A threshold of

minimum and maximum power level will be used at the receiver mote in order

to validate any transmission directed towards it.

Overall, communication between nodes is very low since only a few weights

are transmitted at any given time step. There is communication with a central

transceiver but this is solely achieved through the reflection of light. The power
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Fig. 5.2 Architecture of the sensor network. The binary sensor
of each mote has a detection region, and an associated probability
of detection and false-alarm. Communication between motes is ac-
complished through the use of a small set of lasers and directionally-
sensitive optical receivers. The central querying transceiver com-
municates with the network by projecting light onto the network;
very low bit-rate signals are embedded by modulation. Communi-
cation back to the transceiver is performed by controlled reflection
at the motes.

of the light is set to be in proportion to its current total weight in order for

the central transceiver to determine the total weight of the entire system for

the particle filter.

5.3.3 Example Algorithm

With the network architecture and hardware setup as described, we are able

to formulate an example algorithm based on our proposal. That is, we are

able to utilize a local likelihood function has to produce similar results to that

of a global function.

The observations consist of binary variables yt collected at a set Nt of active

sensor motes. The observations are modelled as conditionally independent

given the object position. For any active mote k,

p(y
(k)
t = 1) =

{
pd if xt ∈ D(k),

pf if xt /∈ D(k),
(5.5)

where D(k) is the detection region of the sensor of mote k.

When the motes measurements are modelled as independent, the likelihood
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Fig. 5.3 Particle propagation in the sensor network. Motes acti-
vate new motes in the predicted direction of object travel. These
become the new particles in the filter.

function is equal to the product of the observation probabilities. For a position

xt, the likelihood function is

L(xt|yt) = pnt
d (1− pd)

st(1− pf )
gtpft

f . (5.6)

The number of active sensors whose detection region includes the position

xt is nt+st, where nt and st are the number of these which record a positive and

negative detection, respectively. The number of active sensors whose detection

region exclude xt is ft + gt, where ft and gt are the number of positive and

negative detections, respectively. If there are Nt active sensors at a given time

t, Nt = nt + st + ft + gt.

In this thesis, we are interested in the case where the detection capabilities

of the sensors have been maximized at the expense of a high false alarm rate.

That is, if the object is not within range of the sensor, there is an equal prob-

ability of reporting either result, i.e. pf ≈ 0.5. The model implies that the

sensor can calculate the likelihood of the object being at its location (to within

a proportionality constant) based only on neighbourhood measurements. The

exact number of active motes is not needed but only a (conservative) upper

bound nmax on the maximum number of motes in the detection region. There-

fore the likelihood evaluation is:

L̂(xt = v(k)|yt) = p
n

(k)
t

d (1− pd)
s
(k)
t 0.5nmax−n

(k)
t −s

(k)
t (5.7)
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where v(k); k = 1, ..., N is the position of mote k, n
(k)
t and s

(k)
t are the number

of sensors in the detection neighbourhood of sensor k that reports positive and

negative response, respectively.

Procedure

The particles are maintained in a small set of active motes. The important

innovation in the tracking algorithm is that the particles that are maintained

at an active sensor k have the position xt = v(k), where v(k) is the position

of the sensor. This restricts the accuracy of the particle filter, but with a

reasonable density of motes, there should be no substantial tracking penalty.

This innovation allows for the maintenance of the particle to be kept simple.

Nodes will know exactly which particles they are responsible for. This also

allows for a simple process in propagating the particles. Particle weights are

really the only value that has to be transmitted. Propagation of particle is

thus simple and can only be passed on to neighbouring nodes. This means

that in our scheme, the communication cost will consist mainly of particle

weight transmission to neighbouring nodes without the need for a broadcast

of measurements values to the entire network. Of course, this process has to

be efficient or else the transmission of particles may be costly.

At the initialization stage with time t0, all motes are activated. Each mote

is allotted eight particles, one for each of the distinct directions it is capable

of signalling. Each particle will be given the x0 value as the (uncalibrated)

sensor position. The direction r0 of all particles will be set to straight. Finally

the weights of all particles will be set to one.

In the propagation step, particles activate the neighbouring motes in their

direction of motion. This is performed by sending a message containing the

discrete state and particle weight. For example, a mote can send the message

{straight, 0.2} as the state and weight of coming from the west side. Note

these messages are sent to a region (as shown in Figure 5.3) so it is possible

that multiple particles are generated (with one copy of the message sent to

each node within its region). If the motes are uniformly distributed in the

region of communication, this replication does not pose a problem except for

an additional variance on the estimate.

When selecting the parameters of the communication region, such as the
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size, the possible region of movement is determined in large part by the dy-

namic model. For example, if there is the potential for substantial variation in

the direction or distance moved, the region will be larger. If an exact match

between the probability of communication to a mote and the probability of

movement to that mote according to the dynamic model can be determined,

then the importance sampling distribution is the prior [21]. Since in our setup,

the match is only an approximation because the communication cannot mimic

any complicated distribution, the difference is tolerable since there won’t be

any large errors relative to the other aspects of the monitoring system. The

communication region thus needs to be larger than the region given by the

prior to ensure that at least one mote receives a message from any given mote.

For the update step, the active motes need to broadcast a message to acti-

vate all nodes within the detection region. These motes then need to perform a

proximity measurement and broadcast the results. Finally, each mote needs to

calculate its likelihood according to Equation (5.6). The weights then need to

be updated by multiplying the likelihood with prior (the importance sampling

distribution).

The estimation step can then be performed by having the global transceiver

send a request to all active motes to respond with the total weights of their

particles. This is performed by each mote remodulating the reflected power

in proportion to its weight. The transceiver can then retrieve this information

with its receiving array and perform an averaging of the received power to

estimate the object’s location.

Finally, resampling can be performed using the total weight of the system

received by the global transceiver. Each mote can normalize its weight and

then perform the systematic resampling [62] procedure on its own particles.

A brief high level summary of the algorithm is shown in Figure 5.4.

5.4 Tracking Accuracy

The experiments were conducted using 4000, 6000, 8000, 16000, 32000 and

64000 sensors, each performing 90 trials in each case. These values represent

densities of approximately 0.25, 0.375, 0.5, 1, 2 and 4 motes per square metre.

We compare the tracking performance of the distributed particle filter with

that of a centralized one. The centralized particle filter propagates particles
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1. Initialization, t = 0

• For each sensor k = 1, ..., K

– Activate and allot i = 1, ..., 8 particles for each signalling
direction.

– For each particle, set the position to x
(k,i)
0 = v(k), the direc-

tion to r
(k,i)
0 = {straight}, and weights to w

(k,i)
0 = 1.

• Set t← 1.

2. Propagation:

• For all particles i of all nodes k = 1, ..., K, sample
x̃

(k,i)
t ∼ p(xt|x(k,i)

0:t−1).

• Compute the direction of motion r
(k,i)
t based on x̃

(k,i)
t .

3. Update:

• Update the weights of all particles w̃
(k,i)
t =

L(yt|x̃t)p(x̃
(k,i)
t |x(k,i)

t−1 )

π(x̃
(k,i)
t |x(k,i)

0:t−1,y0:t)
.

4. Send Messages:

• For all particles i of all nodes k = 1, ..., K, send the message
{r(k,i)

t , w
(k,i)
t } to the direction of motion {r(k,i)

t }.

5. Estimation:

• Perform averaging on the received power from a receiver array of
all active motes to compute the estimate of the object’s location.

6. Resampling:

• Global transceiver sends total weight of system to all active
motes to normalize the weights and perform resampling proce-
dure on their own particle set.

7. Set t← t + 1.

Fig. 5.4 High-level algorithm description of the example parti-
cle filter algorithm that maintains subsets of particles at multiple
nodes.
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(a)

(b)

Fig. 5.5 The average percentage of active motes per time interval
as a function of the sensor density in the network. (a) the average
percentage of motes that make a measurement. (b) the average
percentage of motes maintaining particles.

according to the dynamic model and used 2000 particles. The distributed filter

uses approximately 2000 particles, but this number is subject to the variability

discussed above, and there is a substantial duplication of particles because of

quantization effects.

Experiments were conducted to determine the best communication radius.

The optimum range determined was 4.5 metres for a mote density of 0.25, 3

metres for motes densities 0.375, 0.5 and 1, 2 and 4 metres for a mote density

of 2.

Figure 5.5 shows the average percentage of active motes in the system as

a function of the sensor density. Over the range of 0.25 to 4 (which is 4000

to 64000 sensors), the percentage is a slow decay from approximately 6 to 3

percent, which corresponds to approximately 240 to 1920 motes. The average

percentage of motes maintaining particles at any instant ranges from 1.5 to 0.5

percent, corresponding to approximately 60 to 320 motes. It is clear from this

that the distributed particle filter approach achieves a dramatic reduction in
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(a)

(b)

Fig. 5.6 Examples of tracking performance for a motes density of
1 (16,000 sensors). (a) Centralized particle filter; (b) Distributed
particle filter.

the number of active motes (and hence the energy expenditure of the system).

It also provides an effective distribution of the computational requirements.

Figure 5.6 shows examples of tracking behaviour for the centralized and

distributed algorithms in the case of 16,000 motes. The distributed filter is

much less smooth in its estimates, primarily due to the sparsity of the motes.

However, in terms of the average mean squared error, the performance of the

two algorithms for this density of motes is comparable, as indicated by Figure

5.7. This relative performance of the distributed algorithm deteriorates as the

number of sensors is decreased. Particle positions must correspond to asso-

ciated mote positions, and if there are too few motes, the resultant particle

distribution is a poor approximation to the filtering distribution. With a den-

sity greater than that of 1.7 (or 28,000 motes), it appears that the distributed

case performs better than the centralized algorithm. This could possibly be

due to a few factors. First, the number of unique particle in the distributed

case is not always consistent, as shown in Figure 5.8. Due to the replication

factor of the particles in the propagation stage, the number of unique parti-
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Fig. 5.7 A comparison of the average mean-squared error in po-
sition estimation as a function of the number of network motes.

cles hovers slightly above 2000 particles, which is the exact number used in

the centralized case. Note that using more particles generally produces more

accurate results. In addition, another factor that could account for the dis-

crepancy in MSE values is that when the mote density is greater than 1.5, the

experimental conditions were altered. The communication radius was lowered

since the average distance to the next neighbour was smaller.

5.5 Communication & Computational Costs

Computing the communication and computational costs in this scenario is

complex. There is no good way to make a direct comparison of this method

with any other algorithm since a low-power laser is used for communicat-

ing with neighbouring nodes in this proposed scenario, as oppose to radio-

frequency communications. Nevertheless, the communication between nodes

is very low since a few weights are transmitted. Communication with the cen-

tral transceiver is also required. However, this is done through the reflection

of light which is not energy demanding.

Pertaining to computational costs, maintaining the particles at multiple

nodes does not cost any more than maintaining them at one node. This is
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Fig. 5.8 Average number of particles in the sensor network after
message passing.

because the computation costs are directly proportional to the number of par-

ticles. Thus, the computational costs are just distributed over various nodes

in this scenario. The computational costs of this algorithm are certainly less

than the PDPF, since duplicate computations do not have to be performed to

maintain multiple identical particle filters.

In addition as indicated before, energy costs associated to computation far

exceeds the costs related to communication. We have kept the communication

costs low due to the hardware we used. This makes the local distributed

particle filter a more desirable algorithm in the context of a sensor network.

5.6 Overall Assessment

Under the conditions presented, we are able to successfully create an algorithm

based on distributing subsets of particles to local nodes to process. There is no

need for a central fusion or a node to perform data fusion since the likelihood

function was modified in order to avoid the collection of all data in the network.

Therefore, substantial savings can be obtained in terms of communication

costs since there is no data routing to be performed on measurement values

or filtering information. Since the measurement values are only binary with
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out-of-range measurements of current nodes having a 50% false alarm rate,

this effectively means that knowing the exact measurement values of non-local

sensors is not required. Therefore, each node is able to maintain its own

particle filter independently.

For the algorithm to produce acceptable tracking results in our specific

model, a large number of sensors was required in the network. In our scenario

of a 128× 128 plane, this means at least 26, 000 sensors. Fortunately, there is

only an average of 125 active motes with particles. Therefore, the downside to

this is that the cost of the hardware is more expensive than that of the PDPF

due to the increase in the number of motes required.

Nevertheless, this algorithm is still more beneficial than a centralized parti-

cle filter if a suitable likelihood function can be used. This alleviates the need

of collecting external measurement data from other nodes. While hardware

costs may have increased, communication costs have significantly dropped and

energy resources required to run this algorithm is low and efficient. This con-

sequently means that network lifetime of this algorithm is very high. If the

amount of nodes used in the network is as many as described, such as in the

ten-thousands, then each node will be active for a very short time meaning

that it will not lose energy for a very long time.
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Chapter 6

Conclusion

In this thesis, we have analyzed the use of particle filters for tracking in sen-

sor networks. As communication cost and energy consumption are two main

concerns in an energy-limited sensor network, our interest lies in creating an

algorithm which can reduce the resource costs.

In particular, we were interested in using the particle filter because of the

powerful nature of the algorithm in an estimation problem. The particle filter

is simple to perform and can be used for any real-world problem.

A distributed algorithm is desirable for a sensor network problem as this

reduces the communication cost associated with aggregating data at a single

location. Furthermore, a side-effect to sending data to a fusion centre is the

unbalanced energy consumption used by nodes near the centre node to route

the necessary information. Our aim is to formulate a distributed algorithm to

achieve the goal of a centralized particle filter without the need of a command

centre. In particular, we are interested in using a distributed version of the

particle filter to achieve our tracking goals in a sensor network environment.

We first analyzed the particle filter to determine what exactly needs to be

modified. In a distributed algorithm, the main idea is to avoid having one

device perform all the computation in order to alleviate the heavy energy con-

sumption at one node. There were four proposals suggested for the placement

of a particle filter – filter maintained at a leader node, common filter main-

tained at multiple particle, unique filters maintained at multiple nodes, subsets

of particles distributed over multiple nodes. Each of these suggestions varied

in terms of transmission costs of data.
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When utilizing a distributed algorithm, there is a need to update the nodes

with particle filter information. The simplest way to do this is to transmit the

particle states (along with their weights), as this is the raw data of a particle

filter. A more cost efficient method can be to send the parametric represen-

tation of the distribution of the particle set. While this saves on transmission

costs, a representation will not allow the updated node to reconstruct exactly

the particle set and thus will have some error. Depending on the application,

this may or may not be acceptable. Another way to update another node is

by strictly distributing the measurement data and having the particle filter of

the other node update itself with the sensor information. This only works if

the particle filter residing on each node is identically initialized.

When considering the issues of the approaches to maintaining a particle

filter and the issue of particle filter transfer, it is difficult to say which combi-

nation of these methods is the most optimal to use. This is because there are

many other factors to consider, such as the issue of maintaining an accurate

particle set, object estimation and transmission efficiency. In the maintaining

an accurate particle set problem, there was a discussion on how the particle set

will have an increased variance as time passes. This can be rectified either by

a particle set replacement or resampling. The particle set replacement uses the

same methodology as the transfer of particle information and the resampling

step involves using some type of aggregation process, which can be performed

either using a centralized device, or a structured process. Concerning object

estimation, an aggregation procedure similar to resampling has to be consid-

ered. Finally, a brief discussion of transmission efficiency was made to note

that despite the effort put into selecting the above elements for a particle filter

algorithm, the method of transmission is always important to consider. The

protocol must have a balance between efficiently and effectiveness (i.e. han-

dling the case when errors arise). The method of transmitting data should be

compressed or quantized, in order to reduce costs.

Following our look at the particle filter, we described two specific network-

ing scenarios and proposed for each a distributed particle filtering algorithm.

The first is an architecture whereby sensor measurements are performed at

multiple nodes. In this particular scenario, we proposed an algorithm called

the parallel distributed particle filter to track the position of an object. The

algorithm works by maintaining a particle filter at two levels – a local and
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global. The local particle filter acts on the local measurements to perform

an estimation on a temporary basis. A global particle filter is then used to

perform a more accurate estimation using all the measurements available in

the network.

The novelties brought by this algorithm are two fold. The first is a quanti-

zation and encoding scheme to compress the measurement data for encoding.

The scheme takes advantage of the local particle filters by using them, along

with a Huffman tree to encode measurement data. This could compress the

data to only a few bits, which is a substantial savings compared to more

straightforward compression schemes which can take as much as 16 bits. The

second innovation comes by saving on the communication cost by collecting

several time steps worth of measurement values before sending the information

out to the network. The communication savings comes in the form of elimi-

nating some packet overhead bits sent into the network. A 60% reduction in

transmitted bits could be achieved.

The parallel distributed particle filter works by having active node collect-

ing data run the particle filter on its own measurement data. This will help

the filtering algorithm compute a local estimate. Then, quantization and vec-

torization can be used on each active node to compress and share its data to

the rest of the network. Each individual node will then receive all the data

collected throughout the network and perform the particle filter on this data.

Consequently, each node will be able to compute the exact same estimate and

carry on its tracking tasks. The slight disadvantage of this algorithm is that

it requires more computational steps, but it does use an efficient process to

disseminate local sensor data. The procedure is particular useful when the rate

of query of the object’s location is the same as vector length for transmission.

This is because the global estimate can consistently be used and its results are

almost identical to that of the centralized process. When the rate of query is

different from the vector length of transmission, the local estimate can still be

used, albeit not as accurate as the global estimate. This algorithm makes very

good use of the particle filter and data dissemination procedure to make this

method very effective.

The second distributed particle filtering algorithm we proposed was the

localized distributed particle filter. This method is based on the distribution of

subsets of the particles to individual nodes. If the right networking scenario is
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achieved, each node can maintain a particle filter independently. The Achilles

heal is the likelihood function, which is normally computed using the set of

measurement data in the network. However, under the right networking con-

ditions, it was shown that the likelihood function which could be calculated

using local measurements only. Because of this arrangement, data fusion was

not necessary and the algorithm required less energy to perform as compared

to a centralized algorithm.

A drawback was that the resampling and estimation steps required the use

of a global transceiver. In our specific scenario, we used lasers to alleviate

the energy costs but any other efficient aggregation process can be used. In

addition, another disadvantage is large amount of hardware (motes) required

to operate. Fortunately, the amount of active motes is small, so energy con-

sumption is still low.

6.1 Limitations

While we have explored a variety of distributed algorithms using the particle

filter, there is still much work to perform. We have shown in a simulation

based model that the algorithm could be effective in the real-world. However,

a hardware system built with these parameters can be explored to further show

the theory brought forth in this paper is valid. It has to be noted that a real

world implementation will produce other complications, ignored in this paper,

such as communication interference and individual node failures.

Resampling is also another issue which can be reviewed. Ideally, network

devices should be totally autonomous. Therefore, the development of a com-

pletely distributed resampling procedure, possibly done through in-network

algorithm for weight aggregation and normalization is needed. This can go

along nicely with the distributed scenario of the parallel distributed particle

filter and the localized distributed particle filter.

A further avenue to explore is a case when the sensor network region is

substantially bigger than the area we consider, possibly with a smaller mote

density. This will complicated matters as data transmission is very limited

and may only reach a neighbour one hop away.
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