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A Framework for Bandwidth Management in
ATM Networks—Aggregate Equivalent
Bandwidth Estimation Approach

Zbigniew Dziong, Marek Juda, and Lorne G. Mason

Abstract—A unified framework for traffic control and band-  utilization). The second category is more flexible (potential
width management in ATM networks is proposed. It bridges for high utilization) but does not provide guarantees for
algorithms for real-time and data services. The central concept throughput nor for quality-of-service (QoS).

of this framework is adaptive connection admission. It employs . L

an estimation of the aggregate equivalent bandwidth required by These two approach_es Constltut_e almost two d'squt worlds.
connections carried in each output port of the ATM switches. They are focused on different traffic sources (real-time versus
The estimation process takes into account both the traffic source controllable data) and the key elements of the algorithms have
declarations and the connection superposition process measure-no common protocol or data base structure. In the first part
ments in the switch output ports. Thls_ls done in an optimization ¢ 4,0 paper (Section Il), we propose a framework for traffic

framework based on a linear Kalman filter. To provide a required . . .

quality of service guarantee, bandwidth is reserved for possible control and bandwidth man.agement Wh'ch bridges these two
estimation error. The algorithm is robust and copes very wellwith Wworlds. We start from a simple observation that since the
unpredicted changes in source parameters, thereby resulting in congestion occurs at the switch output ports, any efficient and
high bandwidth utilization while providing the required quality  flexible traffic control mechanism should have access to some
of service. The proposed approach can also take into account the i mation about the current cell process in the switch output
influence of the source policing mechanism. The tradeoff between - . .
strict and relaxed source policing is discussed. ports. Note that this is the case in most of the congestion
control mechanisms for controllable data traffic where the

switch output buffer states are measured directly (congestion

notification mechanisms) or indirectly (window mechanisms).

RAFFIC control and bandwidth management in ATMVe argue that direct measurement of the cell process in the
networks has attracted a lot of attention due to the pote$iitch output port can constitute a common base for traffic
tial for improved utilization through statistical multiplexingcontrol and bandwidth management of both real-time and
of traffic sources. In spite of considerable research effogontrollable data services.
no universal solution to this problem has been found. TheFor the controllable data services we adopt the rate-based
proposed approaches usually are suited to a particular tygProach recommended by the ATM Forum (see, e.g., [6]).
of traffic and in general can be divided into two categoriedhis adaptive scheme explicitly regulates the source rates by
In the first one, the focus is on restricting the traffic enteringgeans of the switch output buffer state measurements and
the network based solely on the source type and declaratioigsource management cells. For the real-time services we
regardless of the current level of traffic generated by tiopose an approach based on estimation of the aggregate
sources. A typical example is the equivalent bandwidth all@quivalent bandwidth required by all connections served by
cation based on source declarations and policing mechanigash of the switch output ports. In order to use all avail-
(see, e.g., [1]-[5]). The second category covers algorithraBle relevant information, the estimation procedure employs
which include some kind of dependence on the current stdf@ source parameter declarations and direct measurement of
of the network. Congestion notification (see, e.g., [6]) arithe connection superposition cell process parameters in the
window mechanisms (see, e.g., [7], [8]) are examples of tewitch output ports. In this scheme, the connection admission
second type. The limitations of the first category are sourpgocedure can verify the available bandwidth on all considered
restrictions and design for the worst-case (potential for lolinks by means of a resource management cell passing through
the transit nodes. One of the key advantages of the proposed
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In the literature, one encounters other connection admission Il. FRAMEWORK FOR UNIFIED TRAFFIC
algorithms based on measurements [9]-[14]. They differ in CONTROL AND BANDWIDTH MANAGEMENT

many aspects from our framework. For example, the mech-rq jssye of traffic control and bandwidth management in

anism described in [9] measures individual source ProCe&PM based networks is complex due to a mixture of different

parameters which are then used to adapt source poliCifthaction traffic types, QoS requirements and time scales.

mechanism pa.rameters and the equivalent bangiwidth requ'fﬁdthis section, we describe a framework which provides
by the connection. On the other hand, the algorithm prc)pos’gdcoherent and effective structure for traffic control and
in [10] uses measurements of the superposition cell proces%gq]dwidth management of all services

estimate the cell arrival distribution but does not operate in theWe start from a classification of thé service categories
equivalent bandwidth domgi-n. In [12] and [13], Bernoulli IinkAccording to the ATM-Forum recommendations (see, e.g., [6])
mod.els. and Bayesian decision theory are used for conngctbqpe can recognize five service categories at the ATM layer:
admission based on the measured link joad. In [.14]’ I Eonstant bit rate (CBR), real-time variable bit rate (VBR-RT),
observed that measurements of the cell process in the low

: : . non-real-time variable bit rate (VBR-NRT), available bit rate
frequency band can constitute a basis for adaptive connectt%réR) and unspecified bit rate (UBR). From the bandwidth
admission control. ' )

In the second part of the paper, we design and analyzeméelmagement and traffic control viewpoint, these categories

. . o can be aggregated into two macro-categories: controllable
particular model for connection admission based on aggreggte... .

. . R . raffic parameters (CTR- ABR) and noncontrollable traffic
equivalent bandwidth estimation in the switch output ports.

The estimation process is decomposed into two parts (Sect Hanrameters (NCTR= CBR + VBR-RT + VBR-NRT). Note

[l). First the algorithm estimates certain parameters of t "’?‘ the UBR category is not included in th_e macro-categories.
link connection superposition process. Then, based on t is follows from the fact that UBR services have smallest

estimated and declared parameters, the aggregated equivzﬂgﬁfity on the cell layer and do not require any additional

bandwidth is estimated. The estimation of the chosen ptég Ic adm|SS|0r_1 controf or resource allocation. .
ZI the following, we present a framework which, to a

rameters (mean and variance of the instant cell rate process tent ifv data b truct ianali tocol
employs a two-state linear Kalman filter (other applications {3rge extent, can unify data base structure, signaling protocols

a Kalman filter for network management can be found in u@nd algorithms for traffic. control and bandwidth .ma.nagement
and [16]). The important feature of the Kalman filter model i&f NCTP and CTP services. There are four principles from
that it provides information about the estimation error in ternféhich the framework is derived. The algorithms should op-
of the declaration and measurement errors. This informati§Fte explicitly in terms of the bandwidth so the cooperation
is used to evaluate bandwidth reserved for estimation errégfween bandwidth management algorithms on the connection
in order to provide statistical guarantees for the QoS. TR&d higher Iayer; is straightforward: All av_ailable_information
reserved bandwidth enables the source parameter declarat®iRuld be used in an optimal way (in particular, it means that
to be more relaxed and the source policing less stringéH? algorithms should use explicit .measurements of the .rele—
compared to equivalent bandwidth allocation based solely ANt network state and source traffic parameters declarations).
the source parameter declarations. Concerning the ATM Fordiki€ algorithms should not be restrictive in the sense that even
and ITU recommendations for source parameter declaratiéf unpredicted traffic increase should not be rejected if there
the proposed approach can be seen as complementaryisIﬁVa”ame bandwidth. Finally, the algorithms for different
particular, the predicted connection traffic parameters, if négrvice categories (CTP and NCTP) should be based on the
declared, can be estimated by the network operator basedsafie data base structure and similar signaling protocols in
the declared policing parameters, source type and long tePhsler to reduce complexity and cost of traffic control and
statistics concerning this type of source. bandwidth management.

The accuracy of the estimation process is analyzed in thredVe adopt the ATM Forum recommendation for traffic
stages (Section IV). First, we concentrate on the evaluatiéintrol of the CTP (ABR) service class (see, e.g., [6]). The
of the measurement error. Then we analyze the errors ksic idea of this rate-based recommendation is illustrated in
estimates provided by the Kalman filter. Finally, we verifyrig. 1(a). During a connection, at least every 100 ms, the
the accuracy of the model used for estimation of the aggrega@irce sends to the destination a resource management (RM)
bandwidth and the bandwidth reserved for the estimation err6ell with information about the current cell rate, CCR. At
The results show that, for the Gaussian declaration model, g#fch node, the bandwidth management algorithm evaluates the
estimation process is very accurate. The accuracy of the whagsired rates (DR) for each virtual channel (VC) based on the
connection admission algorithm is verified under nonstationaggclared CCR’s (received from RM cells) and measurements
conditions and large, non-Gaussian, declaration errors (Sectidrthe cell process parametets, in the switch output ports
V). The results demonstrate that the algorithm copes very welied by VC's. The desired rates are inserted into the passing
with unpredicted changes in source parameters by providiRj/ cells which are returned to the source by the destination
high bandwidth utilization and the required QoS. In Sectiomode. If the RM cell is lost, the source automatically reduces
VI, we extend the estimation model to take into account ttibe rate. Note that one can establish a simple relation between
influence of source policing mechanisms. The numerical stuthe connection rate and the equivalent bandwidth required by
of this option illustrates the trade-off between strict and relaxdide connection. Thus, the rate-based algorithm is in accordance
source policing. with the first three adopted principles since it can operate in
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smaller than (or equal to) the residual bandwidth= L -G’

This information is inserted into the passing CAC cell and the
bandwidth is reserved iff < C. At the destination UNI,
the cell is returned to the origin UNI in order to reserve
the bandwidth on the return path. Obviously the proposed
algorithm can also be implemented by using the standard B-
ISUP protocol for connection set-up [22]. Nevertheless, using
resource management cells and the protocol derived for flow
control of CTP services (on the pre-established virtual path
recommended for the connection) has several advantages, the
most important being reduction of connection set-up time and
integration with algorithms for CTP services.

The central idea of the approach for NCTP services is a
simple observation that the CAC algorithm does not need
to know precise values of the equivalent bandwidth required
by each individual connection. On the contrary, it is the cell
superposition process which defines the quality of service and

| that is why the aggregate equivalent bandwidth is employed as
A e the main control variable. Another advantage of this approach
] X = is that the scheme can be much less restrictive compared to the
— ] I schemes based on policing mechanisms. This is caused by two

factors, namely, the statistical multiplexing of the bandwidth
allocation errors and fast adaptability. The first factor concerns
the problem of the bandwidth reservation for the worst-case

when a policing mechanism enforces bandwidth allocation to

the source. This reservation has to take into account possible
the bandwidth domain, uses source declarations and expligifors in declared traffic parameters. Although one can claim
measurements of the relevant network state, and allows a rig{gt the same problem exists with the aggregated bandwidth,
increase whenever there is available bandwidth. it can be easily shown that the standard deviation of the

In the literature, one finds several propositions for logicalggregated process parameter error is in general significantly

bandwidth allocation to virtual channels for the NCTP cakmaller than the sum of the standard deviation of individual
egory of services (e.g., [19], [4], [5], [20], [21]). The moOsStonnection traffic parameter errors. The second factor relates
attractive are the ones employing equivalent bandwidth allgy the fact that measurement of the cell superposition process
cation since in this case the gain from statistical multiplexing much more reliable than the sum of each connection process
can be realized. The problem with most algorithms employingeasurements (this can again be explained by statistical mul-
the equivalent bandwidth notion is that they are based only @plexing of the measurement errors). This feature ensures that
the source declared parameters and the policing mechanigiyen if there is a large declaration error it will be quickly
Since it can be difficult for some sources to predict their traffieduced by adjusting the bandwidth allocation. Thanks to both
parameters in advance and it might be hard to enforce deci#fects, the source policing can be significantly relaxed and
rations of some statistical parameters, the scheme is restrictive interpretation of its function is changed from bandwidth
and prone to under-utilization of the bandwidth (design fasnforcement to controlling the magnitude of the aggregate
the worst-case). In order to avoid these drawbacks and fulfithtndwidth estimation error.
all the objectives of the adopted principles, we propose anComparison of the traffic control and bandwidth manage-
approach which is illustrated in Fig. 1(b). In response to thaent structures for CTP and NCTP services (Fig. 1) shows
new connection request, the connection admission algorithitiadt both approaches employ the same data base structure
the user-network interface (UNI) sends a resource managemandi signaling protocol. In addition to significant reduction of
cell (henceforth referred to as CAC cell) to the destination UNhe bandwidth management algorithm complexity and cost,
along the path recommended by the routing algorithm. The ctHis feature can also increase bandwidth and buffer utilization
contains information about the declared traffic parameters,by close cooperation of both algorithms. For example, the
and required equivalent bandwidii, In each node, the traffic explicit rate allocation algorithms for CTP connections would
control and bandwidth management algorithm estimates the more efficient and stable if parameters of the aggregated
aggregate equivalent bandwidtH,, which should be reservedcell process of NCTP services could be predicted in advance.
for all connections carried on each of the outgoing links. Thisince this prediction is an inherent feature of the proposed
is carried out using the measurements of the superpositimmmnection admission for NCTP services, both algorithms
cell process parameters;, in the switch output ports andmay use a common prediction algorithm where some parts
the source declared traffic parametdiis}, of the connections would be parameterized according to the needs of each of
already accepted. When a CAC cell arrives at the node, ttee two applications (e.g., to accommodate differences in the
algorithm verifies whether the requested bandwidih, is considered time horizon). In the remainder of this paper,
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we consider implementation of the proposed framework for ATM SWITCH
. . . . . —F OQUTPUT BUFFER
connection admission for NCTP services only. First, we focus O ! ——
on an aggregate equivalent bandwidth estimation model angpvrees ; —
its error analysis. Then, the connection admission control Q /! o
mechanism is studied. R - b
) \ No 1 ' ) o
it o I
ghh St N A
. MODEL FORAGGREGATE 77 o(gae > G_f(xx'G)tJ etz - lzotso
EQUIVALENT BANDWIDTH ESTIMATION G=6R | R=f(P) fe—{P=Y.Q) f--{Y=KS0)
In the proposed framework, an estimate of the aggregate B PARAMUTERS  haRaMETRRS

equivalent bandwidth(?, is a function of the declared pa-
rameters of accepted connectiod$,= {h,}, and measured
parameters/, of the connection superposition process at the
switch output port. It is obvious that the estimaiemay be filter. Although in the literature one can find several models
different from the real value¢7, due to the declaration andfor evaluation of the equivalent bandwidth, these algorithms
estimation errors. If we assume that the bandwidth reservaa relatively complex and do not provide a universal closed
for accepted connectiong;’, equals, the QoS constraints form solution. These characteristics significantly increase the
can be violated with high probability. In order to keep thigsomplexity of the problem, since the functiofy, must be
probability at an acceptable level, a bandwidi reserved for inverted in the estimation algorithm.
the estimation error is introduced so the connection acceptanc@o avoid these problems, we chose a vector of the super-
rule is based on the bandwidth reserved for aggregate traffigsition cell rate process parameters as the state description
defined as which can be directly measured at the switch output port. Thus
& —C1R ) a linear filter can be applied and the inverse function problem
- ’ becomes trivial. Having the estimate of the system staig,

Thus the objective of the estimation process is to ffhdnd the estimate of aggregate equivalent bandwidth can then be

Fig. 2. Structure of the control system.

R such that evaluated from a differential approach
P{G>G+Ry<e @) Gr = fac(Xi — X1 G ©)
wheree¢; is the estimation error constraint. where X¢, G¢ denote the values evaluated from the declared

Note that from the connection admission point of view, wparameters. The differential approach provides that the pro-
are interested in discrete points of time. Thus, the systempgsed CAC algorithm can work with any reasonable model
modeled in the discrete time domain whegfek = 1,2,--- for evaluation of the connection equivalent bandwidth since
denotes the instant of the system state chage,; — Xj, this model is not directly used in the estimation procedure.
caused either by a new connection, or by a connection releaBlee structure of the control system based on the differential
In general, the system state can be defined by some paramedppoach is illustrated in Fig. 2.
being a function of the cell rate superposition procets,. In the remainder of the paper, we describe and investigate
Based on estimation theory, it can be shown that, by applyiagparticular version of the proposed scheme where mean and
a recursive discrete filter, the state estimate of our sysfém, variance of the instant cell rate of the connection superposition
and the covariance matrix of its errdp,, can be evaluated asprocess are chosen as the system state description and mea-
a function of the following parameteray,, Z,, Xx_; (Wwhere sured parameters. While at first glance it might be viewed
h; denotes the declared parameters of the connection addsda bold simplification due to the lack of any temporal
or released in the transitioX;_; — Xj). In addition, the characterization, observe that the equivalent bandwidth can
parametersgs, Yz, defining the declaration and measuremerte evaluated from the full set of declared parametéss,
error distributions (assumed to be Gaussian) are requirgdich take into account all important source features while
The issue of(, and R;, estimation fits very well into the the estimated parameters serve only to correct this bandwidth
framework of recursive discrete filters which suggests thallocation. The implied assumption is that, in general, the
the natural choice for the state description would be tl®urces do not change their basic features associated with
aggregate equivalent bandwidth, so the required estimates,the type of the connection (otherwise a more sophisticated
ék,Rk, would be achieved directly. While this approach iset of estimated and measured parameters would have to be
possible, in the following we propose another state descriptiohosen). The choice of the instant cell rate mean and variance
which simplifies the estimation process and ensures that itissalso supported by the burst scale performance analysis
not limited to a particular model for equivalent bandwidtifsee, e.g., [19]). This analysis indicates that in a robust CAC
evaluation. algorithm for real-time applications the arrival link cell rate

There are two difficulties with direct estimation @;. should only exceed link capacity with a very small probability
The relationship between the equivalent bandwidth and tiile the buffer dimensioning should take care of the cell scale
parameters which can be directly measurgg,= Ja(Zy), s congestion (small time scale variability factor). In this case the
in general nonlinear. This suggests that a nonlinear filter shotdnporal characterization of the cell rate process is not critical.
be applied which is typically more complex than a linea®bviously, in the (unlikely) case of very large buffers the
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chosen parameters should be complemented by a parametelzggi);;rizl:ased
characterizing the cell rate autocorrelation function. parameters - X,
Concerning the source declaration parameigrae assume

that they include the predicted connection average cell rate,
m¢, cell rate variancep, and variances of these prediction

errors,q. = [vl%,, vy ,]", respectively. These values can be de-

clared directly by the source or can be estimated based on the Zr ™
source type, declared policing parameters (peak rate, sustained '
rate, and burst tolerance), and long term statistics concerning-------==------4----=-=------ooromsmo oo
this source type behavior. It should be underlined that the study
presented in this paper focuses on the proposed estimation
procedure and adaptive connection admission control. Since
these algorithms are independent from the model for equiv-

alent bandwidth evaluation based on the connection declared
parameters, we do not discuss such models and throughout the
paper we assume that the function for equivalent bandwidtly. 3. System model and Kalman filter.

evaluation is giveng? = f,(h;). The reader interested in

models for equivalent bandwidth evaluation is referred 0B demonstrate application of the linear discrete Kalman
substantial literature on this subject (e.g., [1]-[3], [19]_[Zl])filter (see, e.g., [23]) to the considered system. In general,

the Kalman filter provides an optimal least-square estimate

A. Estimation of the Cell Rate Mean and Variance of the system state for a linear system and the model and

The objective of the estimation process is to provide thgeasurement errors are Gaussian random variables. The block
best estimate of the meadd;, and variance)V;, of the diagram of the applied filter is shown in Fig. 3. The system
instant cell rate of the connection superposition process. In tisiete estimate update is given by
paper, we treat these two variables as independent although the 5 e Se
proposed approach can also take into account the correlated Xp = Xj+ Ki[2) = Xi] ()
case. The state of our system is defined\as= [M;,, Vi]". where X; = X;_; + ) denotes the state estimate extrap-
The dynamics of the system model is illustrated in Fig. 3 anglation andKj, is the Kalman filter gain. From the form of
is described by (6), it is clear that the gain is a weight which decides how
much confidence should be given to the measurement versus

=(_ }—— e, - model error

+

SYSTEM
MODEL

MEASUREMENT
MODEL

KALMAN
FILTER

Xpo = Xt +aon + e ) the declaration.
wheree;, denotes the model error ang, = [ama, awvi|T To simplify notation let us introduce the transition matrix,
denotes either the declared mean and variance of the &g. With the following elements:
cepted connectior(am_ = «, = 1) or the normglized  My_1 + o ~ Vie1 + o
declared mean and variance of the released connectign= 411 = My, » OG22 = Vi1

— M. /ME, o, = V3 / Vi, where indexd denotes parameters .
evaluated from declarations). For the time being we assuffed a1z = az1 = 0. Thus, the system model can be described

that the model errorg;,, = [67*, 6¢]7, is a Gaussian random by

yariable VYith zero mean and coyari_ancg matri};. The X, = F. X1 + ex. (7)

interpretation of the model error distribution parameters and o _

their evaluation based on the declaration error parametgrs, The Kalman gain is defined by

are discussed in Sect_lon _IV-B._ Ky = PE[PE + Y37 (8)
The system model in Fig. 3 is complemented by the mea-

surement model which provides the measurement of the osthere P; denotes the estimate error covariance matrix ex-

rate mean and variance in stdteZ; = [My, V]*. The delay trapolation given by

corresponds to the fact that the result of measurement of the

e T
parameters is required at the time of the next state change. B = Bie1 Pea By + Qi ©)
The measurement model is defined as follows whereP,_; is updated estimate error covariance matrix eval-
Z = Xp + s ) uated from
P =[1-Ki1]|F_;. (10)

whereu;, = [6,,6,]7 is the measurement error. The measure-
ment error is assumed to be a Gaussian random variable witiiNote that under the Gaussian assumption of the model and
zero mean and known covariance mati%, The evaluation measurement errors, the estimation error distributions are also
and interpretation of the measurement error parameters @aussian with zero mean and variance defined by diagonal
discussed in Section IV-A. elements of the error covariance matrix;, , o ,, for cell

The system and measurement model fit very well intate mean and variance, respectively. These variances can be
the framework of linear recursive filters. In the followingused to evaluate the bandwidffy, reserved for the error in
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evaluation ofG. The details of the procedure are given in IV. ERROR ANALYSIS
the next section. Concerning the initial values we assume that
the system is empty at the tinke= 0 s0 X, = 0 and P, = 0. A. Measurement Error

An optimal cell process measurement is complex and should
B. Estimation of Aggregate Equivalent Bandwidth involve analysis of the autocorrelation function (see, e.g.,
BG]). This issue is large enough to be treated in a separate
R blication. In this paper, we adopt an approach which is
simple to implement but still enables the analysis of important

As indicated, we assume that the function for equivale
bandwidth evaluation from the declared parameters is giv

d _ d _ d i
g¢ = fglhi), G5, = Xigf. In the following, we focus on . o
estimation of the aggregate equivalent bandwidth from tﬁ%atures of the proposed traffic admission control m_o_del. .
In general, the measurement process can be divided into

differential approach defined by (3). In this case one neetds : The first des inf i g th
to evaluate the sensitivity off with respect to the cell rate two stages. The first one provides information concerning the

mean and variance around the declaration pGih(to simplify !nsta}nt cell rate. In the paper we assume that this estimate
% given. In the second stage, mead,, variance V; of

presentation the time index is omitted in this section). Nofg &' tant rat d th i timated
that the sensitivity function should not be complex since L € instant rate an € measurement errors are estimated.

is used in on-line evaluations. To fulfill this requirement, w n :hetfollclnlwm?, we anlalyzd? a tstsnda_rd apprloach tbaseld on
derive this function from a simple expression suggested goprant cell rate samp esd;}, taken in regular intervals

approximate equivalent bandwidth evaluation (see, e.g. [1%1 the period[ts, t+1) and assumed to be independent. (A
[24], [25]) ' ' ore general approach based on the autocorrelation function

of the instant cell rate process would require estimation of
¢ =7 -mt+6-v (11) the autocorrelation function, possibly using declarations and
measurements.)
Based on (11), for a particular state of accepted connectionsThe standard estimates of the measured cell rate mean and

we have variance are given by
Gl=n MIyg. Ve (12) B > di
K= 17)
Since the values@?, M<, and V¢ are known for each link Ni o
state, one can evaluate parameter8 from two recent link Z(di — My)?
states. Alternatively, one can assume that the coefficjeint V, =t (18)
independent from the current state and can be evaluated off- Ni—1

line using the link speed, QoS constraint, and average traffitiere V;,, denotes the number of the samples. Let us define
mixture. Then the coefficiertt, for a given state, is given by the measurement errors for mean and variance of the instant

o Ve rate as
- —m —_—
6= —va (13) 6, =My — My (29)
6 =Vi— Vi 20
Finally, the estimated equivalent bandwidth of the connection . b * ¢ ( .)
superposition process is evaluated from respectively. The theoretical values of these error variances
are given by
Y=~ M V. Vi
G=y-M+6.V (14) oY, = Fk (21)
k
It should be emphasized that, contrary to its appearance, - Sk — (Vi)?
(14) serves only for evaluation of the correction to the Ve = A (22)

declared equivalent bandwidtiiz¢ implied by deviation
of the estimated parameterBZ[,f/, from the declarations,
M Ve (G M4 Ve and the function for equivalent
bandwidth allocation are hidden in and#).

whereV},, S), denote the variance and forth central moment of
an instant rate, respectively. Since in our framework only mea-
sured values are available we apply the following estimates:

Concerning the bandwidth reserved for the estimation error, am _ Vi (23)
under the Gaussian assumptions of the estimated mean and “F TN
variance errors, the estimated bandwidth erfer= G — G, o Sp=(V)? 24
is also Gaussian. Thus, under the assumption of mean and Ve = Ny, (24)
variance independence we have where

R =U(e))\/7y20m + 620v (15) Z(di — M)

wheres*, ¢ denote diagonal elements of the error covariance Sk = Ny—1 (25)
matrix, P, and U(e;) denotes a coefficient derived from the )
normalized Gaussian distribution which ensures that In the following, we analyze the accuracy of the approach

X by means of the connection admission process simulation at
P{G>G+ R} < q. (16) one switch output port (the details of the simulation model
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are given in Section V). The selected example is defined by Moasured mean of he orror + ]
the following parameters: link capacity = 25, connection o+ ESiimatsd VaHanss 51 s ek - |
requests intensity = 200~%, mean connection holding time s }" 1
p~!t = 5.10% source parameters—peak rafeR = 1, el ]
fixed burst lengthB = 50, exponentially distributed silence 4| ? 1
length with averageS = 70; simulation run-time—4 - 10°. 2 .=, )
The measurement quality is assessed for the case when the LLlIiiieezzezseesesgvsvguscesenyes
sources conform to the declared parameters. In this example,| - o
it is assumed that the sampling period, equal to the average
on—off source period (120), provides sufficient independence @)
of samples from a practical viewpoint (this is consistent with:= PPy T T
the results presented in [26]). 1ol EShnaied vananas stihe amvar & |

The state duration is a critical factor for the quality of the =} ]
measurement process, therefore the information concerning|’ |
measured mean, variance and their errors are gathered as.a |
function of the number of sampled]. The analyzed variables .| .-
related to the mean cell rate measurement are defined aS,v,,:-;;;?Efff“'99“999“'??“9?5’5!“2295?3?999.
follows:

o 5 10
1) measured average error of the measured mean instant ®)
rate:

G 5? 55 306 35 30
Umber of samples

+

-2

}\? 2? 25 30 35 40
umber of samples

—m 140 L N Measured mean of the a@rror
F3 N, - Measured variance of the error
k k Estimated variance of the error o
= _ 120 | ]
N (Ny) = e (26)
T 100 | o g
N

+

whereL y expresses the size of the state population withs, | .
N, samples; aol L - ]
2) measured variance of the error of the measured meas | Cefee i, . .
instant rate: O fsTme ‘ -

> G (V)
Ly
3) estimated variance of the error of the measured mean’ Moneared vanance of the ormar ©
instant rate: sl Frimated vananes stie arer -
o7 (N3,
V) = 27NN, (28) of : |
Ly
Fig. 4(a) depicts results obtained for the mean instant rates - - . :izzuceoecien®iis ome 57500, =0 ]
measurement. We observe that an underestimation appears fol .
the short state periods. This spurious fault finds an explanatior?;~ ettt N . L N
in the nature of the connection admission algorithm. When the Number P samois®
state duration is short, the measured value is in general more @
likely to be significantly different from the declared one. In thé&ig. 4. (a), (b) Instant rate mean and (c), (d) variance measurement analysis.
figure, this fact is expressed by the error variance which indeed
increases for small state durations. As a consequence, the oygfiance of the error, estimated from (24), is close to the
estimation of the mean cell rate results in an overestimatighbssyred value.
of the equivalent bandwidth, thus a new connection is morey,riaples chosen to test the quality of cell rate variance

likely to be rejected (no state change), while in the opposif§easurement have been defined in an analogous way to those

case (underestimation of the mean cell rate), a new connectipj for the cell rate mean measurement quality assessment:
is more likely to be accepted. .Thls effect _results in the fa(_:t 1) measured average error of the measured instant rate
that there are more short duration states with a corresponding

Number 3¢ samei3S

— (m")?; (27) ©

VI(Ny) =

underestimate of the mean cell rate. The correctness of the "o 2 c€: .
above reasoning is illustrated in Fig. 4(b). In this case, the . Zék(Nk)
admission decisions were made using the declared aggregated m(Ny) = TN% (29)

bandwidth instead of the estimated one. The bias caused b
the feedback is significant only when the number of rejected
connections is large as is the case in the chosen example. It
can also be removed by an appropriate modification of the Z(EU(N )2
state duration definition (introduction of state changes when V'U(Nk) _ kARSI ()2, (30)
the connections are rejected). Note that in both instances the ¢ Ly o

%) measured variance of the error of the measured instant
rate variance:
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3) estimated variance of the error of the measured instardriod between the state transitions. Then the model error is
rate variance: defined by
oY, (N,
iz = 22 3
N . . . .

) } ) _where indexj corresponds to the new or departing connection

Results are presented in the Fig. 4(c). Discrepancy in thgq indexi corresponds to an existing connection. Observe
measured and estimated variance of the error for the smgl; iy general, the periods between the state transitions are
number of samples shows that, as could be expected, ({Rnificantly shorter than the connection duration. This feature
cannot guarantee reliable results. To cope with the problegicates that although the connection parameters might be

we use an approximation based on a moving window with fiferent from declarations, one can expect that there will be
fixed number of samples. Since the window span can contgigy |arge autocorrelation between the values in the subse-
several states, we applied the following approximation for ﬂ?ﬁjent system states so the terms under summation in (37)

ex = cin+ ek — Ciro1l (37)

measured variance: ’ will be small. Moreover, under the assumption of statistical
N Vy 32 independence of the connection instant rate processes, these
Vie= Ve (32)  terms will be positive and negative. These premises lead to

the conclusion that the second term in (37) can be neglected
where V! denotes the declared variance in theh state, so the model error can be approximated by the declaration
V' is the measured variance based on the samples from #igor of the new or departing connection
whole window, andV}? is the average declared variance in _
the window. The efficiency of the applied mechanism may k= Cik: (38)
be verified through the comparison of Fig. 4(c) (standarthis approximation is exact when each connection process is
procedure) and Fig. 4(d) (procedure enhanced by the movisigtionary. Based on (38), the covariance matrix of the model
window with 40 samples), both simulations run under the sarB&or, Qy, is defined by the predicted variances of declaration
conditions. Improvement of the accuracy, particularly for therrors,u(y, v ., for cell rate mean and variance, respectively.

short state durations is significant. These values can be evaluated from statistics. In our model it is
assumed that the declaration errors have Gaussian distribution
B. Mean and Variance Estimation Error with zero mean. Nevertheless, the algorithm can cope very

) L . well with distributions quite different from the Gaussian, as is

Let us define the estimation errors for mean and vanancg . .

. shown in Section V.
of instant rate as

To verify the accuracy of the instant rate mean and variance

S = M, — M, (33) estimation we use the example from the previous section, with
=V v (34 introduced declaration error. In this case, the source declared
E=Vk k

parametersin?, v¢, are still the samém? = 0.5, v¢ = 0.25),
respectively. Under the Gaussian assumption of the modeit the actual ones are generated with the Gaussian error with
and measurement errors, the estimation error distributions aego mean and variances?”;, = 0.05 (for practical reasons
also Gaussian with zero mean and variance defined by the distribution is limited to the range, € [0.2,0.8]),v!, =
diagonal elements of the error covariance matfiX;,%;,. 0.01 (in this case, the distribution is limited to the range
The error covariance matrix is a function of the measurement [0.1,0.4]). Note that due to the relation between the mean
and model errors [see, e.g., (8) and (9)]. The assessmentndl variancey;, = my, - (PR — my), the peak ratesP Ry,
the measurement error was discussed in the previous sectltave different values for each connection.

In the following, we focus on the model error. A set of the following variables will be used in the sequel:

In general, the model error is a function of the declaration 1) the measured average error of the measured instant rate
errors which are defined as a difference between the real and  mean and variance, respectively,
declared connection parameters " = B(My — My]: 7" = E[Vi — Vil; (39)

[ [

¢j(t) = hj(t) = hy (35) 2) the measured variance of the error of the measured
where time ¢ indicates that in general the error can be  instant rate mean and variance, respectively,
nonstationary. The transformation of the error into the discrete V' = E[(My — Mp)?] — (m™)?
time domain can be done in several ways. One possibility is to 7= E[(Vy - Vk)Q] _ (m'v)Q. (40)
assumery4; = c(tg+i);t = 0,1,---, wherety, is the time of ¢ ¢

) the estimated variance of the error of the measured

connection acceptance. Another possibility is to use an averag§ ; : .
instant rate mean and variance, respectively,

error over the discretization interval

hri V= ERD VY= B (41)
()
Cj ki = Shti (36) 4) the measured average error of the estimated instant rate
Erit = L mean and variance, respectively,

In the context of our problem, the second option seems to be X X
more appropriate since we are interested in QoS in the whole ml* = E[My — My]; m = E[Vi — Vi]. (42)

e
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TABLE | TABLE IV
INSTANT RATE MEAN ESTIMATION RESULTS QUALITY OF THE RESERVED EQUIVALENT BANDWIDTH ESTIMATION
Model mr M v v mm Imp. 1 P{G,>Gr +Ri}
1 —0.090 18.5 4.99 478  —0.068 10—t 3.2.1072
2 —0.091 18.5 4.69 4.79 —0.064 10-2 3.5-1073
103 4.7-107%
TABLE I 10~ 1.1-10*
INSTANT RATE VARIANCE ESTIMATION RESULTS 10~° 1.3-10~°
M I — I 7Y 0 Y . .
ode Me v Ve Ve e To verify the accuracy of the bandwidth reserved for the
1 —0.053 9.27 4.39 4.09 —0.733 . . . A
5 _0134 911 423 420  —0018 estimation error Ry, the probability P{G}, > G}, + Ry} was

estimated in a simulation experiment. In order to reduce the
declaration error distribution deformations caused by the phys-
ical constraints, the declaration error for variance was reduced:
v’ = 0.001. The estimated probabilitieB{G), > Gy, + Ri}

TABLE 11l
ACCURACY OF EQUIVALENT BANDWIDTH ESTIMATION

Mozde' ’g"a - 7(?503 E[GO;‘CS’] Ez[g]l are in Table IV for different values of the constraint Note
3 —0.054 —0.019 —0.010 993 that in all cases the estimated probabilities are close to the

constraint defined by (2).
The results corresponding to the instant rate mean and V. CONNECTION ADMISSION ANALYSIS
variance estimation are presented in Tables | and Il, respec-
tively. Model 1 corresponds to the algorithms and formulae ) . )
presented in the previous section. The mean instant rate i$'S Stated in Section 11, in the proposed framework a new
estimated with a satisfactory accuracy, whereby the erfnnection is accepted if

does not exceed 0.5% of the estimated value. However, g, <L-Gy_y. (43)

the results of the instant rate variance estimation are 19§§ie that in this condition the estimate from state- 1 is
safisfactory. We observe that the measurement part WOfSare as a prediction for state The implication is that the

appropriately, but the estimation produced a_significant err(?;\r(\:jgregate connection process can be treated as stationary over
This can be explained by a strong correlation between the, period of the two states. While estimation @f_, =
. c—1 —

measured values of instant rate variantg,, and vanance]c Cho_y + Ry, was already described, interpretation and eval-

. ) g
o th Irtan e e e e he ame 58 fugion ofth bandul reseved o« nw comct
P ' ' rt%uires additional clarification. In particular, it is important

for statlsfucal reasons, the value Qf th_e measured Vanancg 4Syefine more precisely what is the design objective of the
underestimated it has a larger weight in the Kalman filter d%%nnection admission procedure and how the quality of this
to the underestimated measurement error. This effect gives, ?ncedure should be judged. The answers to these questions

average, underestimation of the estimated variance of 'n5t§P not straightforward. Note that the main criterion of the

rate. This bias can be reduced by extending the window span . R .
used to evaluate the forth moment. The results for the exten é)dnnecuon admission is to ensure that the QoS constraint

. : _ ) iS met (on the cell layer). In our model, this requirement is
window with Nex;.win. = 100 samples are presented in Tableg s0  "\when the real bandwidth required by the admitted

Lciri]cdezlalbl(y?nﬁglrozv)éd-rhe quality of variance measurement Igonr_\ections QOes not .exceed .the Iinlflcapa.o(t&, < L.

' Obviously strict execution of this condition might cause the
bandwidth utilization to be compromised. Thus, to improve
bandwidth utilization, we allow tha&7; > L with a certain

The evaluation of the equivalent bandwidth estimation asmall probability
curacy is based on the example from the previous section. P{Gr>L} < es. (44)
The results concerning the error in equivalent bandwidth ) ) - ) )
estimation are presented in the Table Il (Model 2), wherEn€re is one drawback with this formulation. Namely, this
E[] denotes the measured average value. Note that althofjpPability depends strongly on the connection arrival process
the mean and variance of the instant rate are estimafief connecyon bandwidth requirements. In par'ucular, the
correctly, the equivalent bandwidth is slightly underestimategimaller traffic level the smaller>{Gy > L}. This feature
This is due to the fact that the exact relation between tii¥licates that the condition (44) is not convenient for the
equivalent bandwidth and the instant rate mean and variarfQnection admission algorithm design. o
is slightly nonlinear and nonsymmetrical with respect to the To deal with this issue, we propose another definition of the

central point of source parameter distribution while the applié@nnection admission procedure quality which is independent
approximation (14) is linear. To illustrate this effect, wdrom the connection arrival process and connection band-

evaluated “optimal” coefficients), v, by integrating the exact width rfe_quirements. It is based on the following conditional
equivalent bandwidth function. The results are given in tHgoPability:
Table 11l (Model 3). In this case, the error is negligible. P{Gy>Llg, =L —-Gj_1} < ea. (45)

Connection Admission Procedure

C. Equivalent Bandwidth Estimation Error
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In this case, the quality is defined for the critical case whetie cell loss probability distribution under nonstationary traffic
the residual capacity is equal to the one required by a neenditions. The estimation error constraint is set to the same
connection. Observe that condition (45) is also fulfilled whevalue, ¢; = 1072,

P{Gr> g, +Gii} < . (46) The declaration error can be generated in many ways.

The results presented in the previous section (henceforth,

The latter condition constitutes the basis for design angdiarred to as Ex 1) are based on the Gaussian model for
evaluation of the proposed connection admission procedurgyis error distribution, which conforms with the Kalman fil-

In analogy with,_,, the bandwidth reserved for a newe, 555,mptions. In this section, we introduce another error
connectlongk, ca(? be decomposed into two parts, the €qUIVdiodel which is significantly different from the Kalman filter
lent bandwidth,gj,, evaluated from the declared parameterg,q mntion. Namely, the error generator has two cyclic states
and the bandwidthy;, reserved for the declaration eITOruon” and “off") with the same period’. When the generator
Note that the sfu(rjr_rk _T)R_’“—l could be evaluated from theiq iy the state “on” all connections accepted in this state are
superposition of distributions Qj’}‘ and ,Gk,—l_' Nevertheless., enerated with the burst length larger than the declared one
from the connection admission viewpoint it is more conveme%g/ — B+ AB). In the “off’ state, all new connections are
to geparate e\t/)alﬁgtéonhpfk from evhalgatlgn o_kaﬁ,l' The enerated with the declared burst length (for entire duration
main reason behind this approach Is that in this case the connection). Note that in this case the error has no zero

processing of t_he CAC cont_rol cell in a transit ATM no_d(?nean. The reason for this model is to evaluate the adaptation
is limited to a simple comparison of two numbers (otherwisg ., ome under more stressing conditions

some more complex calculation would have to be performe )'The binomial distribution is used to evaluate both the

Based on the. Gaussian assumption, the bandwidth resergaﬂivalem bandwidth from the source declaration$, =
for the declaration error can be evaluated from fs(hs), and the exact aggregate equivalent bandwidth based

rr = Ulez)/y2v7 + 020y (47) on the real connection parameters paramet@gs to assess
where the value of the constraing can be chosen betweent€ accuracy of the adaptation scheme).
€3 = €3 — €1 (conservative) ands = ¢ /e, (optimistic). An- _T_he_ performance pf the CAC r_ne_chanlsm under the deter-
other possibility is to apply an approach where the paramefBfistic and nonstationary error is illustrated on two exam-
7, is defined by the connection peak rafeRy,, ples. The first one (Ex.2) is defined by: link and connection

4 parameters& = 25, = 200~ %, ! = 5.10% source
" = PEy — g (48) parametersPR = 1,B = 50,5 = 70,v" = 0.05,v" =
This approach is simpler and safer since the peak rate defiog®?2; error generator parameter&= 2 . 10°, B’ = 100.
the upper boundary for the error. In the following, we use the A sample of the equivalent bandwidth allocation dynamics,
second approach. during a part of the simulation run, is presented in Fig. 5. In
Fig. 5(a), the total number of connections and the number of

) connections with modified burst length are given. During the

B. Numerical Examples “on” period of the error generator the parameters of almost all
We start by describing a simulation model used for asonnections are modified while at the end of the “off” period
sessment of the proposed algorithms. To avoid excessBlenost all connections have the declared parameters.
complexity we simplified the simulation model as much as The trajectory of the real aggregate equivalent bandwidth,
possible to concentrate on the main issues. In particuléfy, and the difference betwegn the estimated and real ag-
only the instant rate layer is modeled and the link buffegregate equivalent bandwidil, — Gy, are depicted in
has zero length. It should be stressed that the buffer-lddg. 5(b). The estimated aggregate equivalent bandwidth accu-
case was chosen only to simplify evaluation of the exatately tracks the actual value. It can be noticed that the largest
equivalent bandwidth allocation. This choice does not restrighderestimation of the equivalent bandwidth occurs during the
the analyzed CAC model applications nor limit generality dfon” period of the error generator. Nevertheless the bandwidth
the results. This follows from the fact that the CAC algorithmeserved for estimation error ensures that the real aggregate
operates on the notion of the equivalent bandwidth in a waguivalent bandwidth does not exceed the link capacity. This
which separates the issue of CAC adaptiveness from buffesult shows that the proposed scheme is very robust since
dimensioning and performance measure on the cell layduring the error generation period the real declaration error
Moreover, the buffer-less case exemplifies the burst scadenot only on average two times larger than that declared
layer model whose performance is critical for a robust CAGut also is always positive. This robustness results from two
algorithms for real-time services. factors. First, at the moment of a new connection admission
The requests for connections of particular class are gehere is provision for the equivalent bandwidth equal to its

erated with intensity\ (Poissonian distribution) and meanpeak rate so no matter how malicious the source, the QoS is
holding time ;. ~* (exponential distribution). The connectionskept under the constraint during the new state. Although in
are of on—off type and are described by the peak r&tB, subsequent states this provision disappears (the connection is
average burst lengtl, (with programmable distribution) andincluded in the aggregate equivalent bandwidth), the system
the average silence length, (exponential distribution). The has time to correct the bandwidth allocation by means of the
QoS constraint (cell loss probabilityB<) is set to a relatively measurement process incorporated in the estimation of the
high value3* = 10~2 in order to achieve a reliable estimate ohggregate equivalent bandwidth.
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Fig. 5. Trajectories of the system variables versus simulation time (Ex.2)Fig. 6. Trajectories of the system variables versus simulation time (Ex.3).

-]

The efficiency of the proposed adaptive algorithm is demops iven in Fig. 6(c). The results show that the algorithm is
strated in Fig. 5(c), where the estimated aggregate equalgré% robust in the multiclass environment.

bandwidth allocation(?;, and the declared aggregate equiv-
alent bandwidth(7¢ are plotted. The large gap between the
two trajectories, in the periods when the number of modified VI. SYSTEM WITH POLICING MECHANISM
connections is significant, indicates that the connection admisin this section, we consider the case where the source
sion scheme based solely on the declared parameter wopdglameters are controlled by means of the policing mecha-
allow too many connections and the real aggregate equivaleigm. Observe that, in general, introduction of the policing
bandwidth would significantly exceed the allocated capacitjechanism reduces the magnitude of the source declaration
In addition, the bandwidth reserved for the estimation errerror seen at the switch output ports. Thus, there is a potential
R, is depicted in Fig. 5(c). to increase further the link bandwidth utilization without
The second example (Ex.3) with deterministic and nomempromising the QoS performance. In the following we
stationary error includes two connection classes and is deill extend the adaptive algorithm presented in the previous
fined by: link and connection parameteré—= 50,A; = sections to take advantage of the policing mechanism. We will
100071, u7t = 5-10%, Xy = 5007, 5t = 6 - 10%; source also give numerical examples to illustrate the accuracy of this
parameters-PR; = 1, B; = 50, Sl = 70,v] 1 =0.1,v/, = approach and to discuss the advantages and disadvantages of
0.1, PRy =4,B, = 20,5, = 80, v =0.2,v., = 0.2; error the source parameter enforcement.
generator parametersZ& = 10°, B, = 1oO,B2 = 60. We start from the assumption that the source declaration
A sample of the system dynamics, during a part of therrors are Gaussian with zero mean. When there is no policing
simulation run, is presented in Fig. 6. In Fig. 6(a), the tranechanism, this assumption provides optimal conditions for
jectories of connection numbers are given. The trajectorid®e aggregate bandwidth estimation based on Kalman filter.
of the estimated aggregate equivalent bandwidth, and the The introduction of the policing mechanism implies that,
declared aggregate equivalent bandwid#, are presented in in general, the connection process entering the link can be
Fig. 6(b). The trajectory of the cell loss probability (estimatedifferent from the source process. In particular, it means that
in the time windows used for the cell variance measurementig declaration error distributions are no longer Gaussian and,
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Fig. 7. Cell loss probability distributions, Ex.1: (@R = 1.0, (b) LR = 0.62, and (c)LR = 0.50.
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Fig. 8. Cell loss probability distributions, Ex.2: (@R = 1.0, (b) LR = 0.62, and (c)LR = 0.50).

in addition, they are not symmetrical (nonzero mean). To cope the change in mean rate parameters, we use the source’s
with this issue, in the following, we describe an approximatiodeclared rate variance and its error variance in the studied
which enables the basic connection admission algorithm @AC procedure.
be preserved with only a few minor modifications. This is The modifications of the declared mean rate and the decla-
achieved by a modification of the declared parameters camtion error variance influence the evaluation of the aggregate
cerning the mean cell rate with the result that the declaratiequivalent bandwidth and the bandwidth reserved for the
error has zero mean. Then these parameters are used inestenation error. The policing mechanism also influences the
original algorithm which assumes Gaussian error distributiortsandwidth reserved for the declaration errgr, In the original

The influence of the policing mechanism on the mean raéproach, this bandwidth was evaluated as the difference
declaration error distribution can be modeled as follows. Firsetween the connection peak rate and equivalent bandwidth
note that the upper Gaussian distribution tail of the originéf8). Since the policing mechanism limits the worst-case
distribution is truncated at the threshold value which is definedjuivalent bandwidth used by the connection, the bandwidth
by the leak rate,LR, of the policing mechanism. Then wereserved for the declaration error can be reduced to
assume that all connections with source mean cell rate higher _ omax _ d (50)
than the threshold have mean cell rate equal to the threshold k= 0 L
after the policing mechanism. Concerning the connectiomghereg;*®* denotes the equivalent bandwidth required by the
with the source mean cell rate smaller than the thresholrst-case source.
we assume that their mean cell rate is preserved. While the
two assumptions are approximations, they have the advantigdVumerical Examples
of simplifying the model and being conservative. Based on Accuracy and performance of the described approximations
these assumptions and the source declared parameters wefaamifferent policing thresholds are illustrated in Table V
numerically evaluate the meam’ k and vanancev;"k of and Fig. 7 for Ex.1 (Gaussian distribution of the declaration
the modified error distribution. Then the modified declareelrror) and in Table VI and Fig. 8 for Ex.2 (deterministic and
connection mean cell rate, used by the original connectioonstationary declaration error). Three different thresholds for

admission procedure, is defined as mean cell rate are applied to each example: 1.0 (peak rate
) limitation only), 0.51 and 0.41 (the declared mean cell rate).
mj, = my +meYy, (49) The design of the policing mechanism was based on the

model presented in [28] (cell rejection rate for conforming

and the mean rate declaration error is assumed to haoerce—0~2). The corresponding leak rates are 1.0, 0.62,
Gaussian distribution with zero mean and varlanp’g and 0.5 respectively. The cell loss probabilities are estimated
Note, that one could try to apply an analogous procedurelro the windows used for the cell variance measurements.
modify the declared parameters concerning the variance of fiige average and the distribution of cell loss probabilities are
cell rate. However, since the sensitivity of the estimation prgiven in Tables V and VI, and Figs 7 and 8, respectively.
cedure with respect to the change in rate variance paramefeng performance of the CAC is very close to the constraints

caused by policing mechanism is less significant comparé® = 0.01,¢; = 0.01) in all cases. This result shows that
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TABLE V Kalman filter approach fits naturally the estimation problem
AVERAGE VALUES (Ex. 1) under consideration. It takes into account the connection level
Policed mean cell rate 1.0 0.51 041 dynamics of the system in an optimal way and it gives
Leak rate : 1.0 0.62 050 information for evaluation of bandwidth reserved for possible
reserved bandwidth 1.54 1.34 1.25 . . . . L.
ag. equivalent band. 292 208 229 est|mat|9n error. ThIS bandwidth ensures a statistical guarantee
cell loss probability 3.5 e-03 4.7 e-03 5.7 e-03 for quality of service.
number of connections 46.2 49.0 52.4 The numerical analysis of the estimation process showed
that the bandwidth reserved for the estimation error is very
TABLE VI accurate when the declaration error has Gaussian distribution.
AVERAGE VALUES (Ex.2) The study of the connection admission algorithm under nonsta-
Policed mean cell rate 1.0 0.51 0.41 tionary conditions and large, non-Gaussian, declaration errors
Leak rate 10 0.62 0.50 demonstrated that the approach is very robust and copes very
reserved bla”‘t‘vg’idtz 2233 ;222 (2)-??2 well with undeclared changes in traffic parameters.
igl'l ?j'sus'vgggabiﬁ?y' 1.8 6.03 3.2 6.03 5.0 6.03 By applying an efficient approximation, t_h_e estima_ltion
number of connections 30.2 416 44.6 model was extended for cases with source policing algorithms.

The numerical study illustrated the tradeoff between relaxed

and strict source policing. The results indicate that application
the described approximation is accurate and that the adapiteelaxed policing can be advantageous from both user and
CAC can work efficiently with the policing mechanism.  network viewpoints. The inclusion of a policing mechanism

As could be predicted, the more strict policing the morgiso shows that the proposed approach can coexist with the

connections can be accepted on average. Nevertheless, Afi§1 Forum and ITU recommendations.
feature does not necessarily constitute an advantage. First, thehere are several further model extensions which could be
increase in the number of accepted connections is aChieYWestigated. For example, the measurement process consti-
at the expense of the source parameter limitation which c@ifies an important area for study where declared and measured
be seen as an unwanted restriction from the user viewpoigtitocorrelation functions can play an important role. More
This restriction can force users to declare increased parametgginplex filters can be tried to check whether it is possible
since in many cases the source does not accurately kn@estimate some characteristics corresponding more directly
their parameters in advance. Thus this behavior can redygghe QoS metrics. Also the problem of correlated sources can
bandwidth utilization. Also we observe that the average agg jnvestigated since the model can handle such cases. Finally
gregate bandwidth is similar in all cases, especially in thg, integrated model for bandwidth management for CTP and

Ex.1. Thus if the tariff is proportional to the actual bandwidtlcTp services based on a partly common estimation algorithm
usage, the network revenue is not affected significantly. Notg\ pe studied.

that introduction of a tariff, which charges more for the
traffic exceeding the declaration, can motivate users to declare
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