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Cross-layer Monitoring
In Transparent Optical Networks
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Abstract—In transparent optical networks, signals propagate network decisions in order to satisfy service level agregme
over all-optical lightpaths. The absence of regenerating evices |t is a challenging task, however, because the absence of
that act in the electrical domain renders end-to-end monitang electrical generation and the high cost of monitoring desic

difficult. The Quality of Transmission (QoT) assesses throgh a . :
variety of metrics the degradation in quality a signal experences mean that signals can be monitored only at selected — and

as it traverses a lightpath. Hardware monitors that can directly ~POSsibly few — locations in the network.

measure QoT are expensive, which motivates the development In this paper, we describe a QoT monitoring scheme that
of monitoring schemes that require fewer monitors but can stl  strives to reduce the amount of hardware needed to perform
generate accurate QoT estimates. In this paper we describe amonitoring while preserving the accuracy of the perforneanc

monitoring scheme that estimates the QoT of multiple lightgths tri timat Th tw . | ts of
in a network. Our focus is on estimating Bit-Error-Rates (BERS), metric estimates. ere are two main novel components o

but the methodology is also applicable for other metrics. On of this scheme: (i) an optical network probing technique, Wwhic
the primary innovations in this monitoring framework is the ~we call active lightpath monitoring; and (ii) an inference
establishment of “active lightpaths” — lightpaths that carry no  technique that exploits topological knowledge and incoapes

useful data but are instead used as measurement probes. Weyqoq |arization to permit performance metric estimation fo
describe a method for choosing where to establish the active .
unmeasured lightpaths.

lightpaths in order to maximize the information gain. We demon- ) : o ) ]
strate with simulations the possibility to trade-off the amount of The active lightpath monitoring technique involves the-con
costly hardware monitoring equipment with cheaper, tempoary  struction oflightpath probes. These are additional lightpaths

active lightpaths, while still achieving accurate monitoing. that are lit only for Qo T monitoring purposes; they do notgar
Index Terms—Optical networks; monitoring; physical impair- ~any meaningful data (they should carry random bits). They ar
ments; estimation. established for a small period of time (a fraction of a second

or a few seconds, depending on the monitored parameters) to
make measurements, and the resources they are using can be
) . o ) , re-allocated at any time. If in-band probing is undesirable

Optical signals sustain impairments stemming from thej of.hand optical monitoring channel can be used instead
propagation in the fiber med|_um. In transpf’;\rent optical net- o ;tomated optical networks employ wavelength-selective
works, the absence of electrical regeneration at every nodfiiches and reconfigurable optical add/drop multiplexer
means that S|gnals can trgverse_veryllong dlstan_ces ledadling, 5 ges (so-called “ROADMS”), making it possible to dynam-
the accumulation of significant impairments. This can syl establish and reconfigure lightpaths. Moreover, hsuc
in the unacceptable degradation 01_‘ end-to-end _tra_”sm'ssﬁbtworks must be over-provisioned — at any point in time
performance, as measured by Quality of Transmission (QoBsqyrces, including transmitters, receivers, and wagshes,
metrics. A stand_ard QoT me_trlc is _the Bit-Error Rate (BER};nust be ready to accommodate future demands. These re-
the Q-factor (defined in Section 2) is another common metrigy rces are natural candidates for use by the active probing
In transparent optical networks, network operators arerint ¢.o awork introduced in this paper since, although they wil

ested in monitoring the QoT of eadfghtpath, which is the 5eady be configured and lit, they will not carry customer

combination of a route and a wavelength used to transmyit .

a signal. Inadequate performance of a lightpath in terms of our proposed inference methodology exploits the spatial
BER can indicate that a component on the lightpath is nghrejation between the QoT metrics of all establishedtligh
performing as originally planned (a case of soft failuregven o5 hoth the data-carrying lightpaths (we will call théise
connectivity is maintained but degraded) or that the Rautithasgve lightpaths) and the lightpath probesdtive lightpaths).

and Wavelength Assignment algorithm used to pick the depjs spatial correlation is induced because the physicpaim

graded lightpath made a poor decision. Signal monitoring fSents are caused at the link level, so that if two lightpatims (
essential, both for the detection of failures and to makmbetdiﬁerent wavelengths) share one or more links, their BERs
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There is a clear trade-off between the amount of monitorimgetrics and it involves the establishment of active lightpa
hardware and the accuracy of QoT estimates. Our monitoripgobes. There have been other efforts to exploit spatial and
scheme adds another factor into this trade-off — the numidemporal correlation in order to perform network-wide path
of lightpath probes. Our proposed monitoring scheme céavel performance estimation [8]-[11]. These techniquesi$
preserve the estimation accuracy while reducing the numiberprimarily on network performance metrics such as path delay
hardware monitors by creating lightpath probes. This isxan eand loss rather than the physical layer QoT metrics. The
ample of “cross-layer” network monitoring, because nekwomonitoring framework we propose builds upon thassive
layer information (the routing and wavelength assignmt&ates monitoring scheme (without any active probing) for tranmspa
of the network) is exploited to address a physical layer taskt optical networks that we presented in [11]. As indicdted

(lightpath QoT monitoring). the simulation results presented in Section IV, the use fec
lightpath monitoring makes a major difference in terms @ th
A. Applications number of monitoring devices required to achieve a specified

We now highlight a few potential applications of the pro_estlmat|0n accuracy. We presented a preliminary method and

e ) associated results in [1].
posed monitoring framework :
Application 1: users of a core network infrastructure expect
that the QoT of their lightpaths is guaranteed to be aboveCa Contributions and Organization
certain level as defined in a Service Level Agreement (SLA) The contributions of this paper are three-fold. First, we
between customer and operator. Enforcing the SLA requirggapt estimation techniques to the problem of network-wide
that the core network operator should be able to monitor thgonitoring of transparent optical networks, refining them t
QoT of all lightpaths at all times. An operator can use thke advantage of prior knowledge about the physical layer.
framework outlined in this work to reduce the amount ofhis allows performance estimation for lightpaths that rave
monitoring equipment required to achieve this task. directly measured; the regularization procedure we employ
Application 2: Hard failures such as link cuts can bdeads to significantly more accurate estimates. Secondraeve p
detected and located relatively easily using power mosjtopose the procedure of establishing active lightpaths tfbigtn
which are deployed in most networking equipment. In cotitraprobes) to gain additional information and we provide amalg
soft failures are caused by the degradation rather than #itam for selecting the routes. The algorithm strives teesel
complete failure of a transmission device. By correlating t the most informative paths to maximize the effective cogera
alarms generated by the proposed monitoring scheme whgnan existing monitoring hardware deployment. Third, we
monitored quantities become unacceptable, it is possible gropose an algorithm for monitor placement to address the
detect where a soft failure has occurred using failure Ipaal scenario when network designers must make decisions about
tion algorithms such as those in [2], [3]. In a more preventiuvhere to deploy equipment to maximize estimation coverage
context, operators can use the proposed monitoring framewand performance. We present simulation results that itelica
to anticipate soft failures. that the proposed monitoring scheme provides much better
Application 3: Instead of monitoring the lightpaths that arestimates and monitoring coverage than the passive munjtor
already established, a network manager may want to predigfproach of [11]. The simulations also clearly illustrate t
the QoT of a potential lightpath, before deciding whetherade-offs between number of monitors, number of lightpath
to actually establish it. Using monitoring information filo probes, and estimation accuracy.
lightpaths already established and the estimation framlewo This paper is organized as follows. In Section Il, we state
presented here, QoT prediction before establishment begorour assumptions concerning the network physical layer and

possible (see [4] for one approach). hardware monitors. Section Il gives an overview of the-esti
mators used in in this work and presents our active monigorin
B. Related Work scheme. We present simulation results in Section IV and we

There has been a significant amount of work directl@OnCIUde the paper in Section V.
addressing the problem of monitoring in transparent optica
networks [5]. Typically, in optical networks, monitoringie Il. MODELING
compasses botimpairment monitoring, where the focus is  Our key assumptions are that the physical-layer metrics
a single (type of) impairment (e.g., noise/OSNR or chromatof interest are (i) measurable by a hardware device; and (ii)
dispersion) [6], angberformance monitoring, where the effects approximately linear, in the sense that the end-to-ench{pat
of all impairments are evaluated as a whole using a metric thevel) metric associated with a lightpath is approximagzyal
reflects the end-to-end QoT of a lightpath (e.g., BER or Qe the sum, over the traversed links, of the correspondinig li
factor) [5]. Although we focus in this paper on performanckevel metrics. We will provide more details and strive totifys
monitoring, the monitoring technique described herein cdhese assumptions, but first we outline the physical-layepp
also be applied to impairment monitoring. Research in thisties of the networks under study. We assume that transipare
direction has been presented in [4], [7]. optical regeneration, except for standard optical amplifor,
The monitoring framework we propose is distinct froms not available. We further assume that wavelength coexsert
existing strategies because it addresses the network-wéde not available and that the wavelength continuity cairstr
estimation of end-to-end (lightpath-level) QoT perforro@an holds: lightpaths are established over the same wavelength
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from end to end. The latter assumption is not essential (c X 10'5 X 10'3
monitoring framework could readily be adapted to scenarii 1 U 1. H
where it does not hold), but it serves to make our analys * 7o 1 1
concrete. We also assume that a routing and wavelength -8
signment (RWA) algorithm is in charge of selecting lightpat 6 1.7
on call arrivals. This algorithm enforces both the wavetang %
continuity constraint and the QoT constraint. The monitgri o 4 41

technique described in this paper makes no assumption ats 0 120_54 6 810121 1%_84 6 8 101214
X X
2

the nature of the RWA algorithm. o1 3
The impairments we consider are amplifier noise and inte% x 9g x
symbol interference (ISI). We estimate the BER of a lightpa @ 8 2
through its so-called Q-factqr@lz g“’%gi (where o and
u are the means of the distributions of the “0” and “1' © 1
symbols at the photo-detection stage, agdando; are their et
respective standard deV|at|oPs). The BER is related to t 0 2 4 6 8101214 0 2 4 6 8 1012 14
Q-factor as follows:BER = ierfc(Q/v2). We model the Length in spans
impact of amplifier noise and ISI as additive variance$ (
ando?. respectively) im% such thab% — 0721 + o2, [12]. In Fig. 1. Linearity of the physical impairments metrics. Trepidted metrics
1S . . Lt re generated using analytical models with the networkmeters specified in
add'?'on’ Wet model single channel nonlinear ?ﬁeCtS' NEMEYection IV. The metricguo, p1, oo, andoy ;5; are generated via propagation
the interaction between Self-Phase Modulation (SPM) a®ghulation using the split-step Fourier method; the mettig; is generated
chromatic dispersion. We ignore other nonlinear effectshsuby A_SE noise anal_ytical modelin_g as described in [15]. THelsrves were
as Cross-Phase Modulation (XPM) and Four-Wave Mixingtaned through linear regression.

(FWM)!. In general, the methods presented in this paper can

be used to monitor impairments that either do not depend gy, capacity backbones. The detection algorithm in cattere
the wavelength or have a weak dependence—i.e., impairmeRiSesivers (such as DP-QPSK receivers) tracks many physical
that are flat across the transmission spectrum. arameters of lightpaths, such as polarization mode digper
We make no assumption about the exact nature of tg8yp) the nonlinear phase, and the chromatic dispersion of
hardware monitors deployed in the network, but we do requijige signals, which are responsible for various impairments
that they can measure electrical power and noise, either gisyyorks where some lightpaths are intensity-modulateg, (e
rectly or indirectly. The hardware monitors can then deteem 1o Gp/s on-off keying) and others are coherent (e.g., 40 Gb/s
estimates ofu, /1, 0o andoy. This type of monitoring falls o 100 Gb/s DP-QPSK), monitoring data available from the
under the category of histogram-based performance menitggnerent receivers terminating established or activepighs
ing [13]. We model a hardware monitor as a device locatedy pe used to estimate the QoT of lightpaths terminated
at the extremity of a link, after photo-detection and insidg; non_coherent receivers using the estimation framework
the receiver modules (the alternative of placing a monitgfonosed here and the QoT estimator presented in [14]. In
directly on a transmission line requires the undesirable djetworks equipped with coherent devices only, the coherent
version of signal power). A consequence is that we can onfiycejvers can be used in lieu of additional hardware masjitor
measure lightpaths that terminate at a link where a morstord,g the monitoring framework presented in this work can also

located. However, our monitoring framework would changge |everaged, in conjunction with a QoT estimator adapted to
only moderately if power diversion were available. Usinggnerent systems.

the notation introduced in the next section, the availghbili
of intermediate measurement points for already estallishe . ACTIVE MONITORING ERAMEWORK
lightpaths can easily be incorporated as additional rows in
the monitoring matrixG,,,; regarding active lightpaths, the
proposed framework can easily be adapted by reinterpreti
the numbem, of active lightpaths that can be established i
the network as the number of additional monitoring resasirc
used to perform active monitoring.

Although the current work is applied specifically t
intensity-modulated networks, it could be generalizedde ¢
herent systems, which are currently being deployed in v

The active monitoring technique consists of two compo-
rr11ents. First, we select the set of active lightpaths, and the
g estimate the BERs of the unobserved lightpaths using
oth passive and active measurements. In Section IlI-A, we
escribe our inference methodology. In Section III-B, we
c,oresent the active monitoring technique that establislies a
ditional monitoring lightpaths to improve estimation acacy.
elrn Section 1lI-C, we propose a hardware monitor placement
aYgorithm.
lin existing networks (and envisioned optical networks of tuture),
the network generally operates in a fully-loaded steadyestalthough all A Estimation methodol ogy

wavelengths are not constantly lit, they are all consitarged. In this case

XPM and FWM effects depend only on network topology, in whicise We adapt two distinct estimation techniques to the problem
they can also be addressed using the framework describédsipaper. Itis gt hand: the network kriging procedure of [8] and Ieast-sqﬂa
possible that unused wavelengths remain consistently, daaking XPM and S . . .

FWM effects state- and wavelength-dependent; such depeiegeare much Minimization with/;-norm regularization. The latter technique
more difficult to handle and are out of the scope of this paper. was formerly employed for more general network performance
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metric estimation in [9]. Both estimation techniques remytbe following estimator:

assumption of a linear relationship between link-levelnast . T T

and the path-level metrics. In transparent optical netwjork Yn = GnGa(GaG) Y. (1)
neither BERs nor Q-factors are linear with respect to theéere(-)™ denotes a pseudo-inverse such as the Moore-Penrose
number of spans over which a signal is transmitted, and tlnverse. A more general version of this estimator is present
required linear relationship does not hold. However, thedr- in a paper called “network kriging” [8], and we will retain

ity assumption holds, to within an acceptable approxinmtidhat name here. The complexity of the kriging estimator is
error, for each of the four quantitig®), 11, 0o, ando?, as dominated by the complexity of computing the pseudo-ireers
indicated by the linear fits in Fig. 1. We can thus apply these (1), that is,O((n, + n4)?).

link-level estimation strategies for each of these fountiti@s The main problem with the network kriging estimator is
and combine the estimates to form an estimate of BER (ndket there is no positivity constraint (we know that the four
that we in fact form estimates dbg(BER), which is a more metrics of interest are always positive quantities). Thas c
meaningful QoT metric for network operators). be remedied by projecting onto the viable space of solutions

Consider a transparent optical network of links and ©f by incorporating the non-negativity constraint dirgdth

N nodes wheren, lightpaths are established. We denote bSPe optimization. In formulating the second estimator, wd a

y, € R™ a column vector containing path-level QoT metricEhe constraint, but we also choose to incorporate an additio

(110, 11, 00, OF o for some lightpaths) and by € R the cor- Prior belief about the “best” explanation for the observathd

responding link-level metrics. Denote b, the routing matrix The second estimator we formulate in this paper is based on
that describes the network state, that@, € {0, 1} lo-norm minimization. The associated optimization problem

where (G,);; = 1 when lightpathi traverses linkj. We 'S:

partitiony andG, into two components. For the,, lightpaths min [|r]|2 + ||x]|2 )
that terminate at one of the hardware monitor locations, we ) xr
denote byy,, andG,, € {0,1}"*" the observed (directly subject toGax + Dor = y4,x > 0.

measured) path metricg and corresponding routing matoilx: An (2), r is a regularization parameter ard, is a diagonal

the other unobserved lightpaths, those that do not ter@inglatrix specifying the error tolerance (how closely the path

at a hardware monitor location, we use the notagonand |eve| metric estimates must match the associated measure-

G, € {0,1}(m»=mm)xm Thus we havey,, = G,x and ments). Problem (2) can be written as a convex quadratic

Yn = GnX. program. Indeed, define vecter = [r” x”]7; then the
We also establish a limited numbey, of lightpath probes objective function in (2) is simply’ Iz = z”'z, where all

(active lightpaths) which terminate at nodes with hardwam®nstraints are linear im. Note that, in general, quadratic

monitors. We defer the discussion of how to choose the rou®grams have objective functions of the forrhGz + z”c,

of these paths until Section IlI-B. Denote by, € {0,1}"=*"¢  with linear constraints or. In (2), we havec = 0, and the

the routing matrix of the active lightpaths. Lgt, = G,x problemis convexsinc& = I is positive definite. In that case,

be the column vector for metrics corresponding to theskere are polynomial-time algorithms for solving (2) aswiel

active lightpaths. CallG4 = [G%GGT}T (where™ denotes particular, there exist efficient solved software packagesh

transpose) the routing matrix corresponding to all obsirvés PDCO [16] that can solve problem (2).

lightpaths andy 4 = [y;FwyGT]T the column vector containing The assumption of the (approximate) linear relation-

the metrics for all observed paths. The general estimati§RiPSym = GmX, yn = Gpx andy, = G.x allows us to

problem can be expressed as: given a routing maitjx= USe the network kriging an€-norm minimization procedures

[GT GTIT, the end-to-end observations; = Gax where !0 estimatey, given G, Gm, G, andyny,. This estimation

the link-level metricsx are unknown, estimate all unobserve@rocedure is run in turn foy,,,yn,ya € {Mo,ul,aoa.af}
end-to-end metricy,, = G, x. to return estimates for each of these four quantities for

. . the unobserved lightpaths. Based on these, we can construct
Denote the estimatay,,. If we employ mean-squared error

E[l[§ — ynl2] as the quality of the estimator, then the bes(?stimates for th&)-factors and BERs. Since the four metrics

! 2] . . ando? are only approximately linear with respect
estimator is given by the conditional expectatifify, [y ]. +0’ K1 90» SNH0L Y appr yi P

. o _distance, additional estimation error will accrue frone t
This cannot be computed unless we have knowledge of the . o
- o inearity approximation.
joint distributional structure of,, andy 4. We can make the
task of finding a good estimator more tractable by focusing on _ o
; ; ; in B- Active monitoring
linear estimators (where the estimator can be exprességtin
form By, for some matrixB). Deriving an expression for In this section, we address the task of choosing which
the best linear estimator does not require knowledge of thghtpaths to activate for monitoring. We assume that harew
joint distribution ofy,, andy 4, but it does require knowledge
J f th d Yn . ya of A (Iq luti . 9 2Note that the pseudo-inverse in the network kriging estimdbes select
Y t € mea_-n ana covariance . natura So_ ution Is to one of (infinitely) many possible values &f that can explain the observed
estimate this mean from the available data, using for examjahta. Thus in employing the kriging estimator we are imfijicspecifying
generalized least squares. If enough data is availablettteen @ definiion of the “best” explanation. In our second estmatbest” is

. . Id al b timated. but defined in terms of an attribute of (minimum #2-norm). In the kriging

covariance matrix could also be estimated, but we aSSUMEstimator, “best” is specified by the choice of the linear piag function,

diagonal covariance matrix for simplicity. This leads t@ thG%(G4G%)* that takes us frony 4 to .
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monitors have been placed at fixed locations and that we haVe then calculat¢|Gnti,GA || and choose the row that
a limited budget ofr, active lightpaths. The task is to desigmmaximizes this quantity, adding it t8 4 and removing it from
an active routing matriG, € {0,1}"*", where each row G.. The process is repeated until we have addgtightpaths
corresponds to an active lightpath. from G..

Our goal is to choose a set of active pathis in order to
maximize the “energy” of the unobserved, passive lightpatly, physical monitor placement
(described byG,,) captured by the measurements; this is
equivalent to selecting paths to measure (i.e., ronS gfthat
span the space @, not captured by, and are as linearly
independent fronds,,, as possible. We justify this criterion by
recalling that the mean-squared erig(||y,, — y.||3) of our
estimator can be rewritten as the sum of a bias-squared te
|E(y.)—yx||?, and a variance terni; (||, — E(3,)||3). If we

When the number of monitors is limited, the monitoring
performance can vary substantially depending on where the
monitors are located. Estimation performance is improved i
more lightpaths terminate at monitors and if the obsengdi
aths provide substantial information about the unobskerve
ightpaths (if they are highly correlated). Optimizing niton
accept the fact that the bias-squared term is difficult toesk placement requires the. ability to_ qccurately pFEd'Ct which
) o . lightpaths will be established. This in turn requires thaa t
directly, because it is largely due to our incomplete knalgke : . . . .
o . . traffic demands are highly predictable and that a fixed rgutin
about the statistics (e.g., mean and covariance) of theiasetr : .
. S : nd wavelength assignment (RWA) strategy is employed.
v, then it makes sense to minimize the variance term. Tﬁe . . .
. . . . In a dynamic transparent optical network, neither of these
variance term increases for each row@j that lies outside . . . .
conditions are likely to hold. But even coarse approxintaio

the row-space which we denote b .LetB . . .
pace ot ( W) GpGa 10 the routes and traffic demands can provide us with enough
denote a matrix whose columns form an orthonormal basis .0? . A . .
ormation to choose a set of monitor locations that will be

: |
the subspac®c, U R.G*.‘ .Of unmeasured lightpaths Spanne(?;ore informative, on average, than a randomly selected set.
by rows of G 4. Maximizing the energy of the unobserve ' - . )

We now describe a greedy heuristic for choosing moni-

P e e -maXImIZIdt’G"BGP’GA”F' where tor locations. Most RWA algorithms choose shortest paths
|l - || denotes the Frobenius norm. . \ .
where possible, so lightpath routes determined by shortest

The choice of which active lightpaths to use in formin%ath routing provide a reasonable approximation to the, true
G, Is subject to the constraints that (i) each row(éf must . Ng provic pp '
possibly time-varying routes. Let the binary maté denote

correspond to a lightpath that meets the wavelength catyinu . :
constraint and (ii) the last link of each active Iightpathsmuthe shortest path routes in the network for all possible aur

be equipped with a monitor. The QoT constraint does ndiestmauon pairs. If the following algorithm is appliedetitly

. . 9 G, then we are assuming uniform traffic demand. If
apply for these lightpaths since they do not carry usefu h knowled bout traffic d d
data. However, since additional lightpaths use resournds %’x ior a(;/rzténic:rg vr\]/g\ilvr?tir?e ezlc?\urov(/aiciic beTr?en dse,mvgﬁ dcan
may disturb existing lightpaths through, for example, stalk P y ghting s Y

injection, it is desirable to limit the total length of thetiae of the corres_pondmg path. . . .
lightpaths. Our task is to selectM monitor locations to maximize

o . . . .. . estimation performance. This is a similar problem to thévact
Our active lightpath selection scheme begins by |den1g°y|r|i htpath seFI)ection task, except that each F;)nonitor locadidds

a set of candidate lightpaths that are likely to be goot e ability to measure multiple lightpaths. We can emplo
choices. We assume that we can activate lightpaths from g y ) pie lightp . _employ
same algorithm as before, with a minor modification.

source node to one of the nodes equipped with a monit T X
quibp e initialize G,,, as an empty matrix. At each step of the

A sensible candidate set could include all of the one-h . . . .
Feunstlc, we evaluate, for each candidate monitor loocatjo

and two-hop paths to each monitor, since these paths & rowspaceR') (and a corresponding orthonormal basis
short and potentially provide information about multipkeips. P G ( P 9

One could continue to three-hop and greater neighborhdodﬁgzn) that would result if we added @, all of the lightpaths

each monitor, but the size of this candidate set would quick{hat terminate on I|nk(.l_)\Ne then choose the monitor location

explode. In addition to one-hop and two-hop lightpaths, affjat maximized|Gs B, ||». The algorithm terminates when

active lightpath whose performance is highly correlatethwiWe have selected/ monitor locations.

one or more unobserved lighpaths can be very informative. We

can construct such lightpaths by appending to each unaderv IV. SIMULATIONS

lightpath the shortest path from its destination to a manito We simulate the operation of a scaled-down version of the

Let G denote the 0/1-valued matrix whose rows correspomMNSFNET topology (Fig. 2) with standard physical parameters

to all of the candidate paths identified; that is we assume tl{a0 Gbps NRZ signals traveling over 70 km spans of 100%

G. hasn. > n, rows and exactly:, columns. post-dispersion compensated SMF, noise figure of 6 dB, 8
Once we have identified the set of candidate lightpathgavelengths); The topology has a diameter close to 800 km,

the problem becomes choosimg of these candidates with ensuring that end-to-end transparency is feasible everoulit

the goal of maximizing|G,, Bg,,c . ||r. The procedure com- FEC and with standard, non-advanced dispersion maps and

mences by initializingz 4 = G,,. We then employ a greedy modulation formats. Although the actual physical reach of

heuristic to select rows frontr. to add toG 4. At each step signals with no regeneration in real networks can be much

of the heuristic, we evaluate, for each candidate f@f G., longer than 800 km thanks for instance to the utilization of

a basing;GA that would result if we added the row 84. FEC, advanced dispersion maps and modulation formats, our
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—o—Kriging

—+—L2-norm min4

S
1P
>
L

1 15 0 25 30 35
Num%er of establisﬁed active Iightpath§ (n

0 I

40

l Monitors 1-5
EJ Monitors 6-10
B Monitors 11-15 Fig. 3. Relative mean squared error performance of kriggigrator and/-
norm minimization estimator for a fixed number of hardwarenitars (ten),
and a varying number of active lightpaths. The case of 0 edightpaths
corresponds to passive monitoring. The kriging estimataregates negative
estimates; these are set to zero when calculating estimatior.

Fig. 2. Network topology used throughout this work. The nensbon the
links indicate the number of 70 km spans on each link; thelagyowe used
here is roughly 5 times smaller than the actual NSF networéngure end-
to-end transparency, while retaining topological realiSthe squares above
link terminations indicate the placement of a monitor whbea placement

procedure oulined in Section IlI-C is used. . .
Fig. 3 compares the accuracy of the two estimators presented

in Section IlI-A for a fixed number of monitors (ten), varying

models do not depend on those parameters. Only the detailsth§ number of active lightpaths in the network. The kriging
not the essence of the conclusions would change. The netwBfimator generates negative estimates for the BER for 5-10
contains 42 unidirectional links and hence would require 4rcent of the lightpaths, even when the number of active
monitors to gather a complete observation set about the Qightpaths is relatively high, i.e. 30. These are not phaftyc

in the network. meaningful values, so we map theg(BER) to zero for

Arriving traffic demands are drawn from a uniform distribu{h€se estimates. The accuracies of both estimators improve
tion over all (source,destination) pairs. Demands arerasdu @S more active lightpaths are injected. The estimator based
to arrive according to a Poisson process with ratend de- {2-norm minimization ou't_perfprms the I§r|g|ng-pased estionat
mand durations are exponentially distributed with medp; when the number of actlve.hghtpaths is relatively smalkgle
numerical results are given for a network load)of = 50 than 15), but when more lightpath pr_obes are employed the
Erlang, which is a usual load for a network of this size. Not&ccuracies are comparable. The remainder of our perforenanc
however, that the techniques demonstrated in this papeodo analysis focuses on thig-norm minimization estimator.
depend on the demand arrival/duration processes. Fig. 4(a) displays how the RMSE for thi-norm mini-

The route taken by a new demand is determined by &tization estimator is affected by changes in both the number
adaptive route-wavelength assignment (RWA) algorithme TI9f active lightpaths and the number of monitors. Values for
selected route depends on the network state at the timeraa= 0 active lightpaths denote passive monitoring results.
demand arrives; routes are not necessarily shortest maitis, Establishing even a relatively small number of active lgths
two demands with the same source and destination do not né&g., 15) results in a sharp decrease in the estimatiom, erro
essarily take the same route. In each network state, the eumgspecially when fewer monitoring devices are installeceréh
of concurrent lightpaths in the network is approximately 5exists a trade-off between the number of physical devices
(varying between 40 and 54 due to the randomness in t@ed the number of active lightpaths required to achieve a
demand generation). The results presented in this sectéon $pecifed estimation accuracy. For example, to achieve an
averages over 500 network states. estimation error of approximately 7%, one can either deploy

Monitors are deployed at the locations determined by t/Z& monitors and use passive monitoring, or deploy 5 monitors
monitor placement algorithm described in Section 11I-C. 1and use active monitoring with 25 active lightpaths. Not th
Fig. 2, we indicate the locations of the top 15 monitors rdhis trade-off could be captured by a single cost function
turned by the placement algorithm described in Sectioi€l1I- combining both estimation accuracy and number of estaddish
We use different symbols for the top 5 monitors (monitors Bctive lightpathsn, (for instance, a linear combination of
5), the next 5 monitors (monitors 6-10) and the again the ndkose two metrics). Such a cost function would likely vary
5 monitors (monitors 11-15). Note that the proposed placemélepending on the operator, hence, we are not proposing
algorithm returns nested placements: if we run the placem@fy such cost function but report detailed results for both
algorithm to select, independently/ and M’ locations such €stimation accuracy anal,.
that M < M’, then theM locations form a subset of th&/’ The estimation error does not converge to dasncreases.
locations returned by the placement algorithm. This prgpent exhibits an error floor that decreases as the number of
is useful in the context of incremental monitoring hardwanmmonitors increases. This can be attributed to the apprdioma
deployment. error incurred through the linearization step. Indeed, E{)

We first examine the accuracy of the estimators in ternesnfirms this assessment. It shows the RMSE in the case
of the relative mean squared error (RMSE) fog(BER). where all four metricsug, 11, oo, and of are artificially
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Fig. 4. Relative mean square error for passive (0 activedagths) and active monitoring, for various numbers of ham@dwmonitors and active lightpaths.
When estimated metrics are artificially linearized, theeftoor for largen, disappears.
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Fig. 5. Sample estimation results for a network configureiiith 5 monitors;  Fig. 6. Top panel: Rank ofGZ,,GL, G*E]T (bold) and [GT,, G*T] T
9 lightpaths are observed by the monitors, and the BER ofghdaths must T ™7T ; .
be estimated. Estimation results ferlog(BER) are given in the top panel The rank .Of (G, G" ] increases stead|ly as the number of active
for both verfa — 0) and acti ﬁg — 20) gt . . trr)1 pL2- lightpaths increases towards the number of links in the odtw, = 42,
or both passiven, = 0) and activeé fa = 20) monitoring, using the indicating that our active lightpaths selection algoritisradding informative
minimization procedure. Missing data points indicate thatestimator failed measurements. Bottom panel: The average energy of the emebsightpaths
to return an estimate. In the bottom panel we show the RMSEdtr passive . o . ' T T

that resides in the monitored subspace (the rowspad&gf, G*2]") as a

and active monitoring. - S
9 function of the number of active lightpaths.

linearized, i.e. they are assigned values that are exaotigl the estimation technique cannot generate estimates for 25
with distance. With genuinely linear metrics, the estimati lightpaths, whereas with active monitoring, the BERs follyon
error converges to 0 as the amount of monitoring hardware Dlightpaths are not estimated. The technique cannot genera
the number of active lightpaths,,, increases. a meaningful estimate for any lightpath that does not share
The benefits of active monitoring are illustrated in Fig. & link with any of the measured lightpaths. For nearly all
using a more concrete example. At the depicted point lightpaths, the estimates obtained using active monigocase
time, 53 lightpaths are established in the network and ordye consistently closer to the real BER values than theyessi
9 of these are directly observed by 5 hardware monitors. Weonitoring estimates. There is no apparent correlatiowden
show the BER and the absolute error for the 44 unobservib@ values of the BERs and the associated RMSE.
lightpaths (in arbitrary order, labeled from 1 to 44). Thetpl = As discussed in Section IlI-B, the active monitoring stggte
compare passive monitoring with active monitoring emptgyi strives to decrease the “variance term” in the estimatioorer
ng, = 20 active lightpaths. In the case of passive monitoringyhich involves trying to construct an observation subspace
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Fig. 7. Impact of the monitor placement algorithm on the reation Fig. 8. Top panel: Comparison between the proportion ofigths that are

observed when the proposed monitor placement scheme is(tsedine)
and when random placement is employed (thick line). Theaandlacement
line corresponds to the proportion of monitored links outta#f total of 42.
Bottom panel: The average fraction of energy of the unoleskfightpaths
that lies in the monitored subspace, for both the proposacepient scheme
and the random placement scheme.

accuracy: the RMSE is decreased if the proposed monitoeiant algorithm
is used (squares) instead of uniform random monitor plaoenfercles).
Results are presented far, = 0 (passive monitoring; top panel) ang, = 25

active lightpaths (bottom panel). The standard deviatibthe error for each
configuration is less than 0.01.

that contains as much of the energy of the unobserved
lightpaths as possible. We can measure how successful the

algorithm is by aseessing the average frac'Fion of energy t8fp panel) and for 25 active lightpaths,( = 25, bottom
each unobserved lightpath that is contained in the cortetducpaneD’ with the number of hardware monitors ranging from 5

T
space. The rank of the constructed spa{@{l, G;T} , also to 35. To obtain the random placement curve, we averaged the
provides an important indication. If the technique is piaci RMSE for 20 random placements with 50 different network
monitors in good locations and activating informative \aeti states. The error bars correspond to one standard deviation
lightpaths, then the rank should increase rapidly as thebenm The curve corresponding to our proposed monitoring styateg
of monitors or active lightpaths is increased (indicatihgtt (which is deterministic) is obtained by averaging over 500
the addition of resources is providing new information)eThnetwork states. The proposed algorithm achieves a 10-20%
top panel of Fig. 6 depicts how the rank f@ﬁ’G:T " improvement in estimation accuracy compared to random

. . lacement.
changes when we vary either the number of monitors or the

number of active lightpaths. For low numbers of monitors The top panel of Fig. 8 displays the proportion, /n, of

and active lightpaths, the rank is much less than the numaEE\ssive) lightpaths that are actually observed directingia

of lit links, making BER estimation inaccurate. However, onitor when the proposed monitor placement is used. The

T
n, increasesrank <[G£,G;§T} > increases with a slope bold line is the proportion of monitored links (there are 42

T links in total). This line also corresponds to the expected
of approximatelyl, converging tarank [GZ@, GT, Gj;T . fraction of lightpaths that would be observed using a umifor
This latter value (depicted as a bold line with no marker§i‘nd°m monitor placement strategy. Using the monitor place

is the rank of the complete routing matrix, which include@ent algorithm presented in0 Section IlI-C, we monitor more
observed, unobserved and active lightpaths. The bottoral pa!llghtpat.hs (consistently 5-10% more) than would be capture
of Fig. 6 shows the average fraction of energy of the unolj. monitors were randomly placed. Although the number

served lightpaths that lies in the space spanned by thergecfdf directly monitored paths has some impact on estimation
accuracy, of more interest is how well the monitored ligktiga

T
[Gﬁ, GZTJ - As desired, this fraction increases rapidly as the,pyre the subspace occupied by the unobserved lightpaths
number of monitors is increased and as the number of activRe pottom panel of Fig. 8 displays the average fraction of
lightpaths is increased. energy of the unobserved lightpaths that lies in the moedtor

We now analyze the performance of the monitor placemesibspace, comparing the cases when the proposed placement
algorithm, comparing it to a naive strategy of randomly pigc algorithm is employed to when monitors are placed on random
monitors in the network. Fig. 7 compares the RMSE achievéidks. It is clear that the greedy placement algorithm ressinl
by using these two placement strategies followed by applica monitored subspace that contains much more of the energy
tion of the ¢.-norm minimization estimator. Performance iof the lightpaths in the network. This leads to the improved
assessed for the two cases of passive monitoring=€ 0, estimation performance observed in Fig. 7.
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V. CONCLUSIONS Michael G. Rabbat (S'02-M’07) earned the
B.Sc. from the University of lllinois at Urbana—
Champaign (2001), the M.Sc. degree from Rice
University (2003), and the Ph.D. from the Univer-
sity of Wisconsin—Madison (2006), all in electrical
engineering. He is currently an Assistant Professor
at McGill University. He was a visiting researcher at
Applied Signal Technology, Inc., during the summer
of 2003. He received the Best Paper Award (Signal
Processing and Information Theory Track) at the

We showed that it is possible to decrease the number
hardware monitors needed to monitor the QoT of lightpaths
a transparent optical network by establishing carefullgcted
“active lightpaths”, without sacrificing estimation acaay. In
addition, we studied the sparse monitor placement probld#® /
and proposed an algorithm to select locations where harlw y
monitors should be installed in the network in order to invero 2010 IEEE Conference on Distributed Computing
estimation accuracy. in Sensor Systems, Outstanding Student Paper Honorabldidveat the

The estimation technique relies on a linearization of tH®06 Conference on Neural Information Processing Systéres3est Student

L ved in th . G liz Paper award at the 2004 ACM/IEEE Conference on Informatimtéssing
quant_'t'es involved in the QoT computatlo_ns. _enera 100G in sensor Networks, and the Harold A. Peterson Thesis PHieresearch
technigue to more complex cases where linearity does ndt hokerests include network monitoring, network inferen@nd distributed
will be the subject of future work. The estimation techniqu'?formation processing in sensor networks. He is curreatlyAssociate Editor

. . 0{ the ACM Transactions on Sensor Networks.
currently assumes that wavelength-dependent impairments
such as XPM and FWM are negligible. It also assumes that the
physical layer effects of interest are statistically inelegent
and identically distributed across channels. Accountiag f [1]
channel dependence is a challenging but important topic of

future research. 2]
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